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Quantum technologies promise capabilities 
that transcend classical limits, yet their rea-
lization confronts us with challenges across 
hardware, software, and experimental con-
trol. Machine Learning (ML) offers powerful 
methods to address these challenges—opti-
mizing quantum hardware performance, 
enabling scalable algorithmic design, and 
supporting experimental development with 
data-driven strategies.

The ML4QT symposium serves as a forum 
where established researchers and early- 
career scientists meet to discuss how  
machine learning can advance quantum tech-
nologies. The program spans topics ranging 
from the use of AI for (quantum) science and 
engineering to machine learning for quan-
tum sensor and computer development, as 
well as quantum algorithms and software 
development.

Deep-dive sessions and posters highlight 
machine learning strategies for quantum 
error correction, and the application of quan-
tum-inspired models to classical domains. 
Contributions on quantum kernel methods, 
reinforcement learning for circuit synthesis, 
and learning-based noise-adaptive encoding 
schemes illustrate the breadth of methods 
bridging machine learning and quantum 
research.

The symposium also marks the introduction 
of the Fraunhofer HNFIZ Applied Quantum 
AI, an initiative dedicated to building a hub 
for quantum computing research and innova-
tion. It reflects our commitment to building a 
strong research ecosystem in Heilbronn, the 
region, and beyond—integrating academic 
excellence with technological application and 
industry collaboration. A key international 
partner in this endeavor is the University of 
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Waterloo, whose longstanding expertise in 
quantum research enriches and strengthens 
the growing quantum computing ecosystem 
in Heilbronn.

Complementing this, the newly established 
Fraunhofer Lab for Applied Quantum Compu-
ting Stuttgart Heilbronn (flaQship) strengthens 
the regional quantum innovation landscape by 
bridging theory and practice. With a focus on 
application-driven research and strong ties to 
industry, flaQship serves as a central interface 
between science, business, and policy— 
accelerating the transfer of quantum compu-
ting into real-world use cases.

Held at experimenta in Heilbronn, this 
gathering inaugurates a platform intended 
to grow into an annual tradition—fostering 
sustained dialogue and collaboration across 
disciplines and generations of researchers. 

On behalf of the organizing team—Prof. 
Achim Kempf, University of Waterloo; Dr. 
Marco Roth, Fraunhofer IPA; Dr. Christian 
Tutschku, Fraunhofer IAO—I welcome you 
to Heilbronn and invite you to contribute 
actively to the discussions shaping the future 
of quantum technologies.

 

 
 
 
Univ.-Prof. Dr.-Ing. Oliver Riedel 
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Program

Day 1:  Monday | July 7, 2025

 
09:00   Opening 
     Prof. Oliver Riedel & Dr. Christian Tutschku, Fraunhofer IAO 

09:15    Keynote I 
     AI for Science and Engineering | Prof. Steffen Staab, University of Stuttgart

10:15    Coffee Break  

10:45   Keynote II 
     De-novo design of physics experiments with artificial intelligence |  
     Dr. Mario Krenn, MPI Erlangen

11:45    Invited Talk 
     AI for Quantum: perspectives and new applications |  
     Prof. Christine Muschik, University of Waterloo

12:30    Lunch Break

13:00   Invited Talk  
     Scalable Hamiltonian learning with graph neural networks:  
     bridging numerical simulation and experiment | Prof. Anna Dawid, Leiden University

14:00    Contributed Talks | ML 4 Quantum Sensor and Computer Development 
     Machine Learning for Scalable Photonic Quantum Computing:  
     From Quantum Dot Characterization to Error Correction |  
     Dr. Pierre-Emmanuel Emeriau, Quandela

Symposium ML4QT 2025 | Program



7

     Machine Learning based Digital Twins for accelerated quantum  
     technology development | Anurag Saha Roy, Qruise

     End-to-end variational quantum sensing | 
     Benjamin MacLellan, University of Waterloo

15:00    Coffee Break

15:20   Excursus | ML for Quantum and Quantum for QML at IBM |  
     Dr. Johannes Greiner, IBM

15:40   Contributed Talks | ML with QC  
     Challenges in Quantum Kernel Methods | Dr. Jan Schnabel, Fraunhofer IPA

     Quantum computing with non-unitary operations |  
     Dr. Michael Marthaler, HQS Quantum Simulations

16:20    Poster Session 

     Learning quantum information scrambling with classical kernel methods |  
     Jason Pye, The Nordic Institute for Theoretical Physics (Nordita)

     Hybrid quantum tensor networks for aeroelastic applications | 
     Manuel Lautaro Hickmann, German Aerospace Center (DLR)

     QKD as a quantum machine learning task | Alessio Paesano, JoS Quantum GmbH

     Quantum Support Vector Machines Kernel Generation with Classical Post- 
     Processing | Anant Agnihotri, Fraunhofer IAF

     Leveraging GenAI to Improve Reliability of Quantum Programs | 
     Dr. Max Scheerer, FZI

17:15    Transfer Canoe City Tour

17:30    Canoe City Tour

19:30    Conference Dinner
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Day 2: Tuesday | July 8, 2025

 
09:00   Welcome back  
     Dr. Christian Tutschku, Fraunhofer IAO &  
     Prof. Achim Kempf, University of Waterloo 

09:05    Keynote III 
     Quo vadis, quantum machine learning? | 
     Prof. Jens Eisert, Freie Universität Berlin

10:00   Invited Talk  
     Dimensionality reduction for visualisation: can we go beyond 
     neighbour embedding? |  
     Prof. John A. Lee, Université catholique de Louvain

10:30    Coffee Break  

10:45    Contributed Talks | ML 4 Quantum Software Development 
     Unitary Synthesis of Clifford+T Circuits with Reinforcement Learning |  
     Abhishek Dubey, Fraunhofer IIS

     Leveraging Diffusion Models for Parameterized Quantum Circuit Generation |  
     Daniel Barta, Fraunhofer FOKUS

     QASIF: An Impact-Focused Quantum Architecture Search for State Preparation  
     and Machine Learning | Johannes Jung, Fraunhofer FOKUS

     Benchmarking Quantum Architecture Search with Surrogate Assistance |  
     Darya Martyniuk, Fraunhofer FOKUS
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12:00   Contributed Talks | ML 4 Quantum Error Correction  
     Sample importance for neural network decoders |  
     Evan Peters, University of Waterloo

     Variational Quantum Error Correction: Learning Noise-Adaptive Encoding Schemes   
     with Machine Learning | Nico Meyer, Fraunhofer IIS

12:45    Lunch Break

13:40    Best Poster and Best Speaker Award

14:00   Panel and Plenary Discussion | Role of AI for Research     
     Prof. Achim Kempf, University of Waterloo; Dr. Robert Jonsson, Nordita;    
     Jason Pye, Nordita   

15:15   Closing Notes and Outlook

15:45   Open Coffee Break 

16:00   End
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Key Note I

AI for Science and Engineering |  
Prof. Steffen Staab, University of Stuttgart 

The prototypical scientific process in many technical and natural sciences domains comprises 
ideation, definition of hypotheses, experimental design, execution, evaluation, and iteration. 
This scientific process has often been understood to constitute the pinnacle of intellectual 
achievement, and also a blueprint for the development of efficient and effective business 
processes. In this talk, I want to sketch an overarching picture of the use of AI in science with 
particular results from the Stuttgart Center for Simulation Science - and beyond.

Prof� Dr� Steffen Staab heads the Institute for Artificial Intelligence at the University of 
Stuttgart, Germany, and holds a chair for Web and Computer Science at the University of 
Southampton, UK. Coming from a research background in computational linguistics, Staab 
is interested in foundations and usage of semantic technologies investigating the likes of 
knowledge graphs, machine learning, natural languge processing and databases.  Prof. Staab 
is a fellow of the Association for Computing Machinery (ACM), the European AI Association 
(EurAI), the Asia-Pacific AI Association (AAIA), and ELLIS - the European Laboratory for Lear-
ning and Intelligent System Society.

Contact: steffen.staab@ki.uni-stuttgart.de

Symposium ML4QT 2025 | Key Notes
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De-novo design of physics experiments with artificial intelligence |  
Dr. Mario Krenn, MPI Erlangen

Artificial intelligence (AI) is a potentially disruptive tool for physics and science in general. One 
crucial question is how this technology can contribute at a conceptual level to help acquire 
new scientific understanding or inspire new surprising ideas. I will talk about how AI can 
be used as an artificial muse in physics, which suggests surprising and unconventional ideas 
and techniques that the human scientist can interpret, understand and generalize to its ful-
lest potential [1]. I will focus on AI for the design of new physics experiments, in the realm 
of quantum-optics [2, 3] and quantum-enhanced gravitational wave detectors [4] as well as 
super-resolution microscopy [5].
 
[1] Krenn, Pollice, Guo, Aldeghi, Cervera-Lierta, Friederich, Gomes, Häse, Jinich, Nigam, Yao, Aspuru-Guzik, On scientific 
understanding with artificial intelligence. Nature Reviews Physics 4, 761 (2022).

[2] Krenn, Kottmann, Tischler, Aspuru-Guzik, Conceptual understanding through efficient automated design of quantum 
optical experiments. Physical Review X 11(3), 031044 (2021).

[3] Ruiz-Gonzalez, Arlt, et al., Digital Discovery of 100 diverse Quantum Experiments with PyTheus, Quantum 7, 1204 (2023).

[4] Krenn, Drori, Adhikari, Digital Discovery of interferometric Gravitational Wave Detectors, in press: Phys. Rev. X (2025), 
(https://arxiv.org/abs/2312.04258)

[5] Rodríguez, Arlt, Möckl, Krenn, Automated discovery of experimental designs in super-resolution microscopy with XLuminA, 
Nature Comm. 15, 10658 (2024)

Dr� Mario Krenn is the research group leader of the Artificial Scientist Lab at the Max Planck 
Institute for the Science of Light in Erlangen, Germany, and will soon start as a full profes-
sor for “Machine Learning for Science” at the University of Tuebingen in the Department of 
Computer Science. Dr. Krenn has introduced AI systems that design quantum experiments 
and hardware, several of which have been realized in laboratories, and developed algorithms 
to inspire unconventional ideas in quantum technologies. His ERC Starting Grant project, Art-
DisQ, aims to transform physics simulators to accelerate the discovery of advanced quantum 
hardware.

Contact: mario.krenn@mpl.mpg.de

Symposium ML4QT 2025 | Key Notes
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Key Note III
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Quo vadis, quantum machine learning? |  
Prof. Jens Eisert, Freie Universität Berlin

Quantum machine learning holds significant promise for enhancing various aspects of machi-
ne learning, including sample complexity, computational complexity, and generalization. 
The field has made substantial strides in recent years. However, a key objective—develo-
ping quantum algorithms that clearly outperform classical methods for practically relevant 
unstructured data—remains elusive. In this talk, we will explore this challenge from multiple 
perspectives. We will examine cases where separations can be identified, such as in abs-
tract instances of generator [1] and density modeling [2], in training classical networks using 
quantum algorithms [3], for short quantum circuits [4], and for quantum analogs of diffusion 
probabilistic models [5]. At the same time, we will address challenges arising from dequantiza-
tion in both noise-free [6] and non-unital noisy settings [7]. These insights will also encourage 
thinking beyond traditional approaches. We will reconsider the concept of generalization [8] 
and explore examples of explainable quantum machine learning [9] and single-shot quantum 
machine learning [10]. Ultimately, we will use these insights to reflect on the potential and 
limitations of applying quantum computers to machine learning problems involving unstructu-
red noisy data and put this research line into the wider context of the intersection of research 
on artificial intelligence and quantum computing [11].

[1] Quantum 5, 417 (2021).

[2] Phys. Rev. A 107, 042416 (2023).

[3] Nature Comm. 15, 434 (2024).

[4] arXiv:2411.15548 (2024).

[5] arXiv:2502.14252 (2025).

[6] Quantum 9, 1640 (2025).

[7] arXiv:2403.13927 (2024).

[8] Nature Comm. 15, 2277 (2024).

[9] arXiv:2412.14753 (2024).

[10] Quantum 9, 1665 (2025).

[11] arXiv:2505.23860 (2025).
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Jens Eisert is a theoretical physicist at the Freie Universität Berlin, working on notions of 
quantum computing and the study of complex quantum systems. He is known for his rigorous 
work in quantum information science, which spans the traditional fields of physics, mathe-
matics, and computer science, and is pragmatically motivated by application, protocol, or 
phenomenon. In the past, he has made several important contributions to the field of quan-
tum computing, focusing on what quantum computers can do and their ultimate limitations, 
making him one of the most seen and cited researchers in his field. Before joining the Freie 
Universität Berlin, he was a full professor at the University of Potsdam and an assistant pro-
fessor at Imperial College London. For his work, he has received an ERC AdG, an ERC CoG, a 
EURYI Award (the predecessor of the ERC StG), and a Google NISQ Award.

Contact: jense@zedat.fu-berlin.de
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AI for Quantum: perspectives and new applications |  
Prof. Christine Muschik, University of Waterloo  

In the first part of this talk, Christine Muschik will outline avenues on which modern machine 
learning techniques can benefit the development of quantum technologies. In the second 
part, she’ll cover a concrete example of such an application and explain how AI-assisted  
quantum sensors can play an important role in protecting our drinking water.

  

Prof� Christine Muschik holds a University Research Chair at the University of Waterloo. 
She holds a faculty position at the Institute for Quantum Computing and an associate faculty 
position at the Perimeter Institute for Theoretical Physics.

 

Christine Muschik received a number of awards for her work on quantum computers, 
including an Ontario Early Researcher Award, a CIFAR Azrieli Global Scholar Fellowship 
for “Research Leaders of Tomorrow”, and a Sloan Fellowship for outstanding early career 
researchers.

 

Her work on taming quantum systems to perform hard calculations is internationally recog-
nised and has been featured by Scientific American and Forbes. In 2016, her results on 
programming quantum computers has been named as one of the “Top 10 breakthroughs in 
Physics” of this year. 

 

Today she pushes the frontier of scientific computing by developing new quantum-enhanced 
methods.
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Scalable Hamiltonian learning with graph neural networks:  
bridging numerical simulation and experiment |  
Prof. Anna Dawid, Leiden University

Recently, neural networks (NNs) have become a powerful tool for detecting quantum phases 
of matter. Unfortunately, NNs are black boxes and only identify phases without elucidating 
their properties. Novel physics benefits most from insights about phases, traditionally extrac-
ted in spin systems using spin correlators. Here, we combine two approaches and design 
TetrisCNN, a convolutional NN with parallel branches using different kernels that detects the 
phases of spin systems and expresses their essential descriptors, called order parameters, in a 
symbolic form based on spin correlators. We demonstrate this on the example of snapshots 
of the simulated and experimental snapshots of quantum 2D Ising and XY models. We show 
also that TetrisCNN can detect more complex order parameters using the example of two-
dimensional Ising gauge theory. This work can lead to the integration of NNs with quantum 
simulators to study new exotic phases of matter.

Anna Dawid leads a research group as an assistant professor at the Leiden Institute of 
Advanced Computer Science (LIACS) and the Leiden Institute of Physics (LION) at Leiden Uni-
versity in the Netherlands. Her scientific interests include interpretable machine learning for 
science, ultracold platforms for quantum simulation, and the theory of machine learning. She 
is passionate about transforming automated computational methods (especially neural net-
works) into a new, unique lens for gaining fresh insights into difficult, well-established scienti-
fic problems.

Before joining Leiden, she was a research fellow at the Center for Computational Quantum 
Physics at the Flatiron Institute in New York. In 2022, she earned her PhD in physics and pho-
tonics under the supervision of Prof. Michał Tomza (Faculty of Physics, University of Warsaw) 
and Prof. Maciej Lewenstein (ICFO – The Institute of Photonic Sciences, Spain). Earlier, she 
completed a master‘s degree in quantum chemistry and a bachelor‘s degree in biotechnology 
at the University of Warsaw.

She is the first author of the book Machine Learning in Quantum Sciences, to be published by 
Cambridge University Press in May 2025. She is also a recipient of the START fellowship from 
the Foundation for Polish Science (2022) and a participant in the 74th Lindau Nobel Laureate 
Meeting (2024).

Contact: a.m.dawid@liacs.leidenuniv.nl
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Dimensionality reduction for visualisation: can we go beyond  
neighbour embedding? |  
Prof. John A. Lee, Université catholique de Louvain

Since 2008 and the advent of t-SNE, the domain of dimensionality reduction has undergone 
a paradigm shift. Previous approaches to project data, like principal component analysis, or to 
embed data based on distance preservation, like multidimensional scaling, can hardly compete 
with t-SNE or its closely related variants such as UMAP. The paradigm of t-SNE is to preserve neig-
hbourhoods of points from the data space to the visualisation space, instead of distances, and 
t-SNE stands for t-distributed stochastic neighbour embedding. In fact, t-SNE is packed with coun-
ter-intuitive empirical tweaks and their theoretical understanding is still work in progress. Immuni-
ty against distance concentration and a strong inductive bias towards cluster formation have made 
t-SNE an extremely useful tool for visualisation in various applications domains, like cell biology. 
However, t-SNE suffers from a few rare drawbacks, like its poor preservation of global structure, 
fragmentation of clusters, or complicated hyper-parameterisation. In addition to analysing t-SNE, 
we will present some recent developments that might improve t-SNE or, alternatively, rehabilitate 
other simpler paradigms of dimensionality reduction, like multi-dimensional scaling.

John Aldo Lee was born in 1976 in Brussels, Belgium. He received the M.Sc. degree in Applied 
Sciences (Computer Engineering) in 1999 and the Ph.D. degree in Applied Sciences (Machine Lear-
ning) in 2003, both from the Université catholique de Louvain (UCL, Louvain-la-Neuve, Belgium). 
He is currently a Research Director with the Belgian fund of scientific research (Fonds de la Recher-
che Scientifique, F.R.S.-FNRS). During several postdocs, he developed specific image enhancement 
techniques for positron emission tomography in the Centre for Molecular Imaging and Experimental 
Radiotherapy of the Saint-Luc University Hospital (Belgium). He is also an active member of the 
UCL Machine Learning Group, with research interests focusing on data visualization, dimensionality 
reduction, neighbor embedding, intrinsic dimensionality estimation, clustering, and image proces-
sing. John A. Lee is currently the head of the center MIRO (Molecular Imaging, Radiotherapy, and 
Oncology) in UCLouvain Brussels. His team activities are aimed at image-guided treatment planning 
in radiation oncology and particle therapy. This includes adaptive treatments, motion management, 
image registration, AI-based automatic organ segmentation and dose prediction, as well as Monte 
Carlo simulations for proton therapy, robustness analysis, robust planning, and planning for non-con-
ventional delivery techniques like arc proton therapy. Contact: john.lee@uclouvain.be  

Symposium ML4QT 2025 | Invited Talks
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ML 4 Quantum Sensor and  
Computer Development
Machine Learning for Scalable Photonic Quantum Computing: 
From Quantum Dot Characterization to Error Correction | 
Dr. Pierre-Emmanuel Emeriau, Quandela
 
We present three innovative applications of machine learning across the quantum technology 
stack for building a photonic quantum computer [1]. First, we showcase automated quantum 
dot characterization in semiconductor samples through image processing algorithms, ena-
bling rapid assessment of quantum dot position. This method extends to spectrum analysis for 
full automated characterization of quantum dot properties. Second, we demonstrate state-
of-the-art ML-enhanced chip characterization techniques that learn precise voltage-to-phase 
mappings despite thermal crosstalk effects, significantly improving control [2]. This technique 
also identifies chip defects and enables real-time mitigation of imperfections. Finally, we 
present a novel machine learning decoder for error correction using Low-Density Parity-Check 
(LDPC) codes with realistic noise models tailored to photonic quantum computing. Machine 
learning-based decoding is critical to address the full complexity of decoding problems—
where Minimum-Weight Perfect Matching decoders fail for most codes—while maintaining 
faster decoding times compared to Belief Propagation with Ordered Statistics Decoding.

Our work illustrates how machine learning techniques can be strategically deployed from the 
hardware level through to the error correction layer, demonstrating the transformative poten-
tial of ML across the entire photonic quantum computing stack. By addressing key challenges 
in scalability, reliability, and performance, our findings provide actionable insights for integra-
ting ML methodologies to advance practical quantum technologies. 

Pierre-Emmanuel Emeriau is Head of the Algorithms & Applications Team at Quandela, 
where he leads the development of quantum algorithms tailored for photonic quantum com-
puting. He is also involved in the effort to deploy Machine Learning for quantum problems.

Contact: pe.emeriau@quandela.com

Contributed Talks
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Machine Learning based Digital Twins for accelerated quantum 
technology development | Anurag Saha Roy, Qruise

In-depth characterisation of quantum devices is crucial not just for the optimal operation of 
high fidelity gates but more importantly, to identify true system parameters for creating an 
accurate model of the QPU and its control stack. Such an accurate digital twin of the system 
is critical for generating an error budget – a quantitative breakdown of the contribution of 
different error generating factors to the bottomline benchmarks of a QPU‘s performance. 
We use modern Machine Learning tools to combine a differentiable physics accurate digital 
twin with data from a broad set of characterisation experiments to build a model with a high 
predictive power that accurately predicts the outcome of experiments even outside the trai-
ning dataset. This predictive model is then used to extrapolate the error contributions from 
different system and environmental factors. We test these tools on superconducting QPUs 
and discuss various demonstrative results.

Anurag Saha Roy is the Chief Product Officer at Qruise. He is an experienced engineer and 
entrepreneur with a background in cold atoms and superconducting qubits-based quantum 
technologies. At Qruise, he leads a team of physicists and software engineers developing 
tools to automate and accelerate the development of quantum devices through faster & 
better calibration and characterisation.

Contact: anurag@qruise.com
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End-to-end variational quantum sensing |  
Benjamin MacLellan, University of Waterloo

Harnessing quantum correlations can enable sensing beyond classical precision limits, with the 
realization of such sensors poised for transformative impacts across science and engineering. 
Real devices, however, face the accumulated impacts of noise and architecture constraints, 
making the design and realization of practical quantum sensors challenging. Numerical and 
theoretical frameworks to optimize and analyze sensing protocols in their entirety are thus 
crucial for translating quantum advantage into widespread practice. Here, we present an end-
to-end variational framework for quantum sensing protocols, where parameterized quantum 
circuits and neural networks form trainable, adaptive models for quantum sensor dynamics 
and estimation, respectively. The framework is general and can be adapted towards diverse 
physical architectures, as we demonstrate with experimentally-relevant ansätze for trapped-
ion and photonic systems, and enables to directly quantify the impacts that noise and finite 
data sampling. End-to-end variational approaches can thus underpin powerful design and 
analysis tools for practical quantum sensing advantage.

Benjamin MacLellan is currently a Ph.D. researcher at the University of Waterloo and Institu-
te for Quantum Computing, and member of the Perimeter Institute Quantum Intelligence Lab. 
His research lies at the intersections of quantum information science, machine learning, and 
photonics; with a focus on creating numerical techniques to scale quantum technologies. His 
PhD work has focused on using machine learning tools to study, design, and optimize quan-
tum metrology protocols. He is also a Technical Lead at Ki3 Photonics Technologies, a spin-off 
quantum photonics & networking company headquartered in Montreal, Canada; and a Foun-
ding Contributor at Open Quantum Design, a non-profit committed to developing the world‘s 
first open-source quantum computer and fostering a large collaborative effort to accelerate 
quantum technologies. He obtained his B.Sc. in Physics from the University of Waterloo and 
M.Sc. from l‘Institut National de la Recherche Scientifique.

Contact: bmaclell@uwaterloo.ca 
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Challenges in Quantum Kernel Methods |  
Dr. Jan Schnabel, Fraunhofer IPA

Quantum kernel methods (QKMs) have emerged as a promising approach in quantum machi-
ne learning (QML), offering both practial applications and theoretical insights. In this talks, we 
explore QKMs based on fidelity quantum kernel (FQKs) and projected quantum kernels (PQKs) 
across a manifold of design choices, examining classification and regression tasks comprising 
diverse datasets. Starting from a state-of-the-art hyperparameter search, we delve into the 
importance of hyperparameters on model performance scores. Additionally, we provide a 
thorough analysis addressing the design freedom of PQKs  and explore the underlying princi-
ples responsible for learning. Based on this, we uncover the mechanisms that lead to effective 
QKMs and reveal universal patterns. Beyond that, we show that improving the generalization 
of quantum kernels by bandwidth-tuning results in models that closely resemble classical RBF 
kernels and even their low-order expansion. We support this claim by providing numerical cal-
culations and analytical approximations. Our results underscore the need for a dual approach 
to QML research: identifying datasets with potential quantum advantage and refining the 
corresponding model designs to fully exploit quantum capabilities. 

Physics (B.Sc., 2011-2014 & M.Sc., 2014-2016), University of Stuttgart, with B.Sc.- and M.Sc.-
theses in non-Hermitian quantum mechanics at 1. Institute for Theoretical Phyiscs.

PhD (Dr. rer. nat.) in Quantum Chemistry at the University of Stuttgart, Institute for Theore-
tical Chemistry from 2016-2021 on theoretical investigations for photoassociation and ion-
atom scattering experiments in ultracold rubidium gases. Afterwards, Post-Doc in this group 
from 11/2021-02/2022

Since 03/2022 Quantum Computing Researcher at Fraunhofer IPA. Research interests include 
quantum machine learning, machine learning for quantum computing, classical shadows and 
quantum simulation.

Contact: jan.schnabel@ipa.fraunhofer.de
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Quantum computing with non-unitary operations |  
Dr. Michael Marthaler, HQS Quantum Simulations

Non-unitary operations, often overlooked in traditional quantum computing paradigms, offer 
powerful avenues for advancing quantum simulation and quantum reservoir computing. 
This talk explores the pivotal role of non-unitary operations in efficiently preparing relevant 
thermal states for quantum simulations, enabling more accurate modeling of complex phy-
sical systems. Additionally, we delve into their intriguing applications in quantum reservoir 
computing, where non-unitary dynamics is necessary to guarantee a finite memory time. By 
harnessing the unique properties of non-unitary operations, we uncover new possibilities for 
quantum algorithms and architectures, paving the way for innovative solutions in quantum 
information processing. 

Michael Marthaler has worked in the field of quantum computing for more than 15 years. 
He received his PhD from the Karlsruher Institute of Technology (KIT) in 2009. As a Postdoc 
he worked at the KIT, AIST in Tsukuba, Japan and at Saarland University. In 2017 he co-foun-
ded HQS Quantum Simulations a company providing software for quantum computers.

Contact: michael.marthaler@quantumsimulations.de 
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Unitary Synthesis of Clifford+T circuits with Reinforcement  
Learning | Abhishek Dubey, Fraunhofer IIS

This paper presents a deep reinforcement learning approach for synthesizing unitaries into 
quantum circuits. Unitary synthesis aims to identify a quantum circuit that represents a given 
unitary while minimizing circuit depth, total gate count, a specific gate count, or a combi-
nation of these factors. While past research has focused predominantly on continuous gate 
sets, synthesizing unitaries from a parameter-free Clifford+T gate set remains a challenge. 
Although the time complexity of this task will inevitably remain exponential in the number 
of qubits for general unitaries, reducing the run-time for simple problem instances still poses 
a significant challenge. In this study, we apply the tree-search method Gumbel AlphaZero to 
solve the problem for a subset of exactly synthesizable Clifford+T unitaries. Our method effec-
tively synthesizes circuits for up to five qubits generated from randomized circuits with up to 
60 gates, outperforming existing tools like QuantumCircuitOpt and MIN-T-SYNTH in terms 
of synthesis time for larger qubit counts. Furthermore, it surpasses Synthetiq in successfully 
synthesizing random, exactly synthesizable unitaries. These results establish a strong baseline 
for future unitary synthesis algorithms.

Abhishek Dubey is a research assistant at Fraunhofer IIS, working in quantum compilation 
and quantum chemistry using QC. His physics background helps him stay current with state-
of-the-art research in these fields. He is very enthusiastic about this new technology and looks 
forward to being a part of this long journey for years to come. When not working on quan-
tum computing, he plays the Piano, reads Philosophy, and stays on top of world politics.

Contact: abhishek.yogendra.dubey@iis.fraunhofer.de
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Leveraging Diffusion Models for Parameterized Quantum Circuit 
Generation | Daniel Barta, Fraunhofer FOKUS

Quantum computing holds immense potential, yet its practical success depends on multiple 
factors, including advances in quantum circuit design. In this paper, we introduce a generative 
approach based on denoising diffusion models (DMs) to synthesize parameterized quantum 
circuits (PQCs). Extending the recent diffusion model pipeline by Fürrutter et al. (2024), our 
model effectively conditions the synthesis process, enabling the simultaneous generation of 
circuit architectures and their continuous gate parameters. We demonstrate our approach in 
synthesizing PQCs optimized for generating high-fidelity Greenberger–Horne–Zeilinger (GHZ) 
states and achieving high accuracy in quantum machine learning (QML) classification tasks. 
Our results indicate a strong generalization across varying gate sets and scaling qubit counts, 
highlighting the versatility and computational efficiency of diffusion-based methods. This 
work illustrates the potential of generative models as a powerful tool for accelerating and 
optimizing the design of PQCs, supporting the development of more practical and scalable 
quantum applications.

Daniel Barta completed his Bachelor‘s degree in Electrical Engineering at the Technical Uni-
versity of Munich (TUM) and is currently finishing his Master‘s in Electrical Engineering at the 
Technical University of Berlin (TUB). Since March 2023, he has been working at Fraunhofer 
FOKUS, where he focuses on the intersection of generative AI and quantum computing. His 
work explores novel approaches to quantum architecture search and the development of AI-
driven synthesis tools for quantum circuits.

Contact: daniel.barta@fokus.fraunhofer.de
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QASIF: An Impact-Focused Quantum Architecture Search for State 
Preparation and Machine Learning |  
Johannes Jung, Fraunhofer FOKUS

Efficient quantum circuit design is crucial to unlocking the capabilities of both near-term and 
future quantum technologies. However, conventional search approaches are often compu-
tationally expensive. To address this challenge, we introduce QASIF (Quantum Architecture 
Search with Impact Focus), a real-time optimization framework designed to minimize circuit 
evaluations while significantly improving circuit trainability by prioritizing impactful sub-circuit 
components. QASIF employs impact scores to evaluate sub-circuit elements based on training 
parameters, selectively refining high-impact components while discarding those with minimal 
influence. This strategic focus considerably streamlines the search process. Our framework 
demonstrates strong performance in tasks such as quantum state preparation and quantum 
machine learning (QML), highlighting its inherent scalability and effectiveness in identifying 
well-structured circuit architectures. Experimental results confirm that QASIF achieves high 
accuracy with notably fewer evaluations, making it particularly suitable for noisy intermediate-
scale quantum (NISQ) devices and scalable, fault-tolerant quantum computing architectures. 
By emphasizing impact-driven optimization and interpretability, QASIF offers a practical and 
versatile solution for quantum circuit synthesis across a broad range of applications.

Johannes Jung was born in Neuruppin, Germany. He studied mathematics at the Technical 
University of Berlin. For the past three years, he has been working as a research assistant in 
the field of quantum machine learning at the Fraunhofer FOKUS Institute in Berlin. Until last 
year, he was also affiliated with the Free University of Berlin. His current work focuses primar-
ily on Variational Quantum Algorithms and Quantum Architecture Search.

Contact: johannes.jung@fokus.fraunhofer.de
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Benchmarking Quantum Architecture Search with Surrogate  
Assistance | Darya Martyniuk, Fraunhofer FOKUS

Advances in artificial intelligence (AI) research over the past decade motivated the exploration 
of AI-driven techniques to address the challenges in quantum computing, including quantum 
circuit design. Quantum architecture search (QAS) is a research field focusing on generation 
and optimization of parametrized quantum circuits (PQCs). However, prototyping, hyperpara-
meter tuning and benchmarking of QAS approaches remains computationally expensive, as it 
typically requires repeated training and simulation of candidate circuits.  

In this talk, we introduce SQuASH, the Surrogate Quantum Architecture Search Helper, a 
benchmark that leverages surrogate models to considerably accelerate their evaluation and 
enable uniform comparison of QAS methods.  A surrogate model takes a PQC with its initial 
parameters as input and predicts its final performance after training, effectively bypassing the 
need for full training and simulation during the QAS loop. We present the methodology for 
building surrogate-based benchmarks, showcase performance gains across various QAS work-
flows, and demonstrate how SQuASH can support both benchmarking and rapid prototyping. 
Our open-source code and the accompanying dataset of PQCs aim to foster reproducibility 
and drive further innovation in the field. 
 
Darya Martyniuk is a researcher at Fraunhofer FOKUS in the field of quantum machine lear-
ning, with a focus on automated quantum circuit design and optimization. Her work explores 
the intersection of artificial intelligence and quantum technologies, particularly in developing 
efficient methods for Quantum Architecture Search (QAS). Darya Martyniuk is currently 
involved in projects that combine theoretical foundations with practical tools for scalable and 
reproducible quantum software development.

Contact: darya.martyniuk@fokus.fraunhofer.de
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Sample importance for neural network decoders |  
Evan Peters, University of Waterloo

Using neural networks to decode quantum error-correcting codes (QECCs) can be puzzling: 
Running a large QECC experiment to generate millions of decoding examples may result in 
mostly useless training data, and 99.99\% test accuracy might indicate bad performance. A 
challenge for neural network (NN) decoders is that most measured syndromes correspond 
to low-weight errors, which existing baseline decoders can already handle. Thus, a good NN 
decoder should outperform baseline decoders for syndromes that might never appear in a 
training dataset of millions of examples. Nonetheless, NN decoders have demonstrated supe-
rior accuracy over state-of-the-art baseline decoders on experimental data. Due to its pecu-
liarities, data-driven decoding requires special attention if we are to use machine learning to 
decode QECCs effectively. 

We formalize data-driven decoding (DDD), the problem of learning to decode (Q)ECC syndro-
mes using labelled data. We show that for a simple error-correcting code, DDD is equivalent 
to a noisy, imbalanced binary classification problem, implying that techniques for addressing 
class imbalance and label noise can be adapted to improve NN decoders beyond existing 
demonstrations. We empirically study DDD in simulated learning experiments, showing that 
almost-trivial decoding problems are hard even for powerful learning models, but we can 
reliably improve NN decoders using a data-augmentation technique. We also derive theore-
tical results for random stabilizer codes, extend our framework to the problem of learning to 
decode multiple rounds of syndrome measurements, and discuss experimental techniques for 
augmenting training data to improve existing NN decoders.

Evan Peters is a postdoc at the University of Waterloo and Perimeter Institute studying the 
intersection of quantum information and machine learning. 
Contact: peterse583@gmail.com

ML 4 Quantum Error Correction 



27

Symposium ML4QT 2025 | Contributed Talks

ML 4 Quantum Error Correction Variational Quantum Error Correction: Learning Noise-Adaptive 
Encoding Schemes with Machine Learning |  
Nico Meyer, Fraunhofer IIS

Quantum error correction (QEC) is essential for the reliable operation of quantum computers, as 
quantum systems are highly susceptible to errors from decoherence and environmental interactions. 
We present a novel approach to QEC that leverages machine learning techniques to tailor encoding 
schemes for specific noise channels. Our method focuses on maximizing the distinguishability of 
noise-affected quantum state pairs, ensuring that sufficient information is preserved for effective 
error correction.

We achieve this by minimizing the loss of distinguishability, quantified by the trace distance, over a 
two-design under the given noise channel. This results in customized encodings that are optimized 
for the particular error characteristics of the quantum hardware. To demonstrate the feasibility of our 
approach, we implement the procedure as a variational quantum algorithm, referred to as Variatio-
nal Quantum Error Correction (VarQEC).

Our findings indicate that VarQEC can effectively learn robust encoding strategies that enhance the 
performance and reduce overhead compared to conventional QEC codes. We furthermore deploy 
the learned codes on actual IBM and IQM quantum devices and report beyond break-even perfor-
mance. This work contributes to the field of machine learning for quantum  
software by providing a framework for developing adaptive QEC schemes using variational techni-
ques. Our approach not only improves the error resilience of quantum computations but also offers 
insights into the interplay between machine learning and quantum error correction methodologies.

Nico Meyer is a researcher at Fraunhofer IIS and pursues a PhD at FAU Erlangen-Nürnberg.  
His research focuses on the intersection of quantum computing and machine learning. He 
utilizes classical ML/RL and variational techniques to reduce the overhead of quantum error 
correction and fault-tolerant quantum computing. Nico has published in top venues like ICML 
and QCE. His work on „Variational Quantum Circuits for Policy Approximation“ was nomina-
ted for the 2023 Quantum Future Award.

Contact: nico.meyer@iis.fraunhofer.de 
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Learning quantum information scrambling with classical kernel 
methods | Jason Pye, The Nordic Institute for Theoretical Physics 
(Nordita)

Out-of-Time-Ordered Correlators (OTOCs) have become important theoretical tools to probe 
the spreading of quantum information (scrambling) in many-body systems. They have been 
central to recent discussions in quantum chaos, thermalization, many-body localization and 
scarring, as well as black hole physics. However, computing the OTOC for a general quantum 
system is prohibitively expensive for classical computers, whereas simulation using current 
noisy quantum devices becomes difficult beyond the short time regime. Here we present a 
machine learning approach for approximating OTOCs. We explore four parameterized sets 
of Hamiltonians describing local one-dimensional quantum systems of interest in condensed 
matter physics. We frame the problem as a regression task, by sampling parameter values and 
generating small batches of labeled data with classical tensor network methods for systems 
with up to 40 qubits. Using this data, we train a variety of standard kernel machines and 
demonstrate that they can accurately learn the OTOC as a function of the Hamiltonian para-
meters. This method leads to an overall reduction in computational costs if one is interested 
in understanding the behaviour of the OTOC over large regions of a Hamiltonian parameter 
space. It allows one to perform a small number of evaluations of the OTOC and then use 
kernel methods to approximate the OTOC for the remaining parameter values of interest, 
which can be evaluated more efficiently than continued uses of tensor network methods.

Based on https://doi.org/10.1103/PhysRevB.111.144301

Jason Pye is a postdoctoral fellow at the Nordic Institute for Theoretical Physics (Nordita) in 
Stockholm, Sweden. He received his Ph.D. from the University of Waterloo in 2021, and then 
held a postdoctoral fellowship at The University of Western Australia before moving to Nord-
ita in 2024. His research interests are in machine learning, quantum information, quantum 
computing, and quantum field theory. Contact: jason.pye@su.se
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Hybrid quantum tensor networks for aeroelastic applications |  
Manuel Lautaro Hickmann, German Aerospace Center (DLR)

In our work we investigated the prospect of using hybrid quantum tensor network based 
algorithms for aeroelastic problems, leveraging synergies between machine learning and 
quantum computing.  Quantum tensor networks for Machine Learning can be realized by 
Variational Quantum Circuits using a tensor network inspired internal gate structure. We 
apply this method to a simplified aeroelastic configuration, aiming to estimate flutter stability 
and regress generating parameters from time series data. 

Using a dimensionality reduction via classical 1D convolutional neural networks, we compress 
the data into an 8-dimensional feature vector, which is then used as input for our quantum 
neural network. Notably, both the classical and quantum parts are trained together in an 
end-to-end approach, allowing for joint optimization of the entire hybrid model. We achieved 
outstanding results for binary time-series classification (F1-score > 0.9) and promising results 
for regressing parameters from the time series. 

Our findings demonstrate the potential of hybrid quantum tensor network-based algorithms 
for aeroelastic problems, although hyperparameter selection remains a challenge. This work 
contributes to the development of hybrid quantum machine learning (QML) for complex prob-
lems. For more details see: https://indico.qtml2024.org/event/1/contributions/177/ 

Manuel Lautaro Hickmann is a PhD student and research assistant in the Execution Envi-
ronments & Innovative Computing Methods department at the German Aerospace Centre‘s 
Institute for AI Safety and Security. His research focuses on hybrid QML and methods for 
encoding classical data into quantum algorithms either using or inspired by tensor networks. 
After completing secondary school in Argentina, he pursued his academic career in Germany, 
earning his Bachelor‘s and Master‘s degrees in Computer Science from Ulm University. His 
master‘s thesis explored the potential of variational quantum algorithms for trajectory plan-
ning, laying the foundation for his current research in quantum machine learning.

Contact: lautaro.hickmann@dlr.de
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QKD as a quantum machine learning task |  
Alessio Paesano, JoS Quantum GmbH

Machine Learning (QML) algorithms. We define and investigate the QML task of optimizing 
eavesdropping attacks on the quantum circuit implementation of the BB84 protocol. QKD 
protocols are well understood and solid security proofs exist enabling an easy evaluation of 
the QML model performance. The power of easy-to-implement QML techniques is shown by 
finding the explicit circuit for optimal individual attacks in a noise-free setting. For the noisy 
setting we find, to the best of our knowledge, a new cloning algorithm, which can outper-
form known cloning methods. Finally, we present a QML construction of a collective attack by 
using classical information from QKD post-processing within the QML algorithm.

Alessio Paesano joined JoS QUANTUM in 2024 after graduating summa cum laude from 
the University of Naples “Federico II” where he studied computer engineering. He gained 
practical experience in quantum computing and quantum communications during his master’s 
thesis at the Quantum Internet research group in Naples. 

Contact: alessio.paesano@jos-quantum.de
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Quantum Support Vector Machines Kernel Generation with Classical  
Post-Processing | Anant Agnihotri, Fraunhofer IAF

We investigate the optimization of kernel generation for quantum support vector algorithms 
focused on data classification tasks. To enhance classification efficiency, we implement clas-
sical post-processing techniques. Our approach begins with preprocessing high-dimensional 
data using Principal Component Analysis (PCA), which effectively reduces dimensionality 
while retaining essential features that contribute to the classification task. 

Following the preprocessing step, we generate a training kernel using the ZZ feature map. In 
the subsequent post-processing phase, we utilize the overlap with all quantum states—not 
just the all-zero state, which is the standard practice in quantum kernel methods. This innova-
tive approach allows us to compute kernel entries as a weighted sum of these overlaps, ena-
bling us to determine the kernel values with fewer shots, thereby improving efficiency. 

We implement our method on the MNIST dataset, aiming to differentiate between handwrit-
ten digits ‚0‘ and ‚1‘, as well as to distinguish between ‚even‘ and ‚odd‘ digits. In our analysis, 
we compare the kernel score, defined as the fraction of unseen data points accurately identi-
fied by the standard quantum kernel, against that of the kernel enhanced by our post-proces-
sing method. Our findings reveal that the post-processed kernel significantly outperforms the 
standard kernel, particularly when dealing with a higher number of qubits. 

Anant Agnihotri is currently a second-year PhD student at Fraunhofer IAF, where he speciali-
zes in quantum machine learning, focusing specifically on supervised quantum machine lear-
ning. He completed his master‘s degree in Quantum Science and Technology at the Technical 
University of Munich (TU Munich), which provided him with a solid foundation in quantum 
principles and applications. Through his research, he aims to advance the field of quantum 
machine learning by developing innovative approaches to enhance the efficiency of quantum 
algorithms for NISQ based devices.

Contact: anant.agnihotri@iaf.fraunhofer.de
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Leveraging GenAI to Improve Reliability of Quantum Programs |  
Dr. Max Scheerer, FZI

Quantum computing holds immense promise, but developing quantum programs remains 
error-prone due to inherent hardware noise and algorithmic complexity. This work explores 
how generative AI (GenAI) can assist in improving the reliability of quantum programs. We 
examine two directions in which GenAI can contribute to improved reliability: automated bug 
detection and correction, and support for fault-tolerant execution. We evaluate the efficacy 
of GenAI using two benchmarks representative of these contexts. 
 
Max Scheerer studied computer science at the Karlsruhe Institute of Technology (KIT). 
During his studies, he focused on software engineering and cognitive systems. He completed 
his master‘s thesis at the chair of Prof. Dr. Reussner and graduated with a Master of Science in 
2017. Since May 2017, Max Scheerer has been working as a research assistant in the Software 
Engineering (SE) research department at the FZI Research Center for Information Technology. 
In 2023, he received his PhD under Prof. Dr. Reussner with a dissertation on the evaluation of 
architectural safeguards for uncertain AI black-box components.

Contact: scheerer@fzi.de
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