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Prosocial behavior is common. People help others, vol-
unteer, and donate money for noble causes; organiza-
tions pursue social goals and engage in corporate social 
responsibility. Such behavior that benefits others is often 
socially rewarded (Ariely et al., 2009; Bénabou & Tirole, 
2006; Nowak, 2006): Prosocial actors receive praise and 
gratitude, are trusted and liked more, and are granted 
higher status (Bai et al., 2020; Flynn, 2003; Harbaugh, 
1998; Hardy & Vugt, 2016; Willer, 2009). Some social 
rewards are tangible: Charities receive donations, and 
socially responsible organizations sell more products 
(Sen & Bhattacharya, 2001) and inspire higher motiva-
tion in their employees (Flammer & Luo, 2017). In sum, 
prosocial actors often receive social rewards. The expec-
tation of these rewards inspires more prosocial behavior 
(Grant & Gino, 2010; McCullough et al., 2008). Humans 
have evolved to be prosocial, as is reflected in evolu-
tionary game theory models of altruism (Axelrod & 
Hamilton, 1981; Gintis et al., 2003; Hoffman et al., 2016; 
Panchanathan & Boyd, 2004).

At the same time, research has shown that actors 
who gain personally from their prosocial acts receive 
fewer social rewards (Bai, Ho, & Yan, 2020; Berman & 
Silver, 2022; Carlson & Zaki, 2018; Cassar & Meier, 2021; 
Lin-Healy & Small, 2013; Makov & Newman, 2016; 
Raihani & Power, 2021), and they sometimes even 
receive punishments in the form of moral derogation 
(Newman & Cain, 2014): They are evaluated as worse 
than actors who did not engage in prosocial behavior 
in the first place—their altruism becomes tainted. Con-
sider the case of Daniel Pallotta, whose fundraising 
company raised more than $305 million for charities. 
Once it became public that he personally earned a high 
salary, close to $400,000, he faced public outrage, his 
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company collapsed, and the donations to the charities 
he represented plummeted (Kristof, 2008).

Existing research proposes that this moral derogation 
can be explained by the accessibility of different  
counterfactuals: “When someone was charitable for 
self-interested reasons, people considered his or her 
behavior in the absence of self-interest, ultimately con-
cluding that the person did not behave as altruistically 
as he or she could have. However, when someone was 
only selfish, people did not spontaneously consider 
whether the person could have been more altruistic” 
(Newman & Cain, 2014, p. 648). Although this account 
is well supported by those earlier studies (and their 
replication; Alcala et al., 2022), it begs for a more ulti-
mate explanation: Why are the different counterfactuals 
(and, relatedly, reference points; Zlatev & Miller, 2016) 
more accessible in the first place?

Here I propose and test such an explanation, social 
rewards protection theory, which aims at reconciling 
the tainted-altruism effect with the high prevalence of 
prosocial behavior in society and the longstanding 
research tradition of evolutionary game theory. Building 
on two research streams, this new theory specifies the 
circumstances under which prosocial actors are morally 
derogated: when actors are seen as deserving fewer 
social rewards than they are seen as claiming.

The first research stream I build on is the moral-
character-evaluation literature (Berman & Silver, 2022; 
Carlson et al., 2022; Critcher et al., 2020; Siegel et al., 
2017), which explains discounted or cheapened altru-
ism: People care more about the motivation and the 
moral character of the actor than about the conse-
quences of the action. For instance, actors engaging in 
prosocial behavior are considered less benevolent and, 
in turn, are evaluated as worse when the cause person-
ally affects them (Lin-Healy & Small, 2012). In the worst 
case, when prosocial behavior cannot even partially be 
attributed to their character, people are seen as deserv-
ing zero social rewards. What this research stream can-
not explain, however, is the case of prosocial actors 
being morally derogated—that is, being evaluated as 
morally worse than actors who did not provide any 
prosocial benefits in the first place.

This is where the second research stream—on hypoc-
risy—comes into play. Hypocrisy typically stems from 
a divergence between words and deeds (Effron et al., 
2018) and has been shown to lead to social punishment. 
For instance, Jordan et  al. (2017) showed that moral 
transgressors are punished more harshly when they 
verbally condemn the immoral behaviors they engage 
in, and the authors explained these punishments with 
a false-signaling account (building on signaling theory; 
Spence, 1973). People hate hypocrites not for the incon-
sistency per se but for the transgressors’ signal that they 

are more moral than they actually are. Reconceptual-
izing this mechanism for prosocial actors (instead of 
transgressors), I propose that prosocial deeds them-
selves serve as signals (instead of transgressors’ words). 
The proposed explanation thereby mirrors Jordan 
et al.’s false-signaling account and highlights parallels 
in how individuals evaluate hypocrisy and prosocial 
behavior.

Integrating elements from these two research streams, 
social rewards protection theory conceptualizes the 
evaluation of prosocial actors as a three-step process. 
The first step is to determine the extent to which the 
actor deserves social rewards. Building on the first 
research stream on moral-character evaluation, this is 
a question of attribution. Social rewards are reserved 
for prosocial behavior that is attributed to the character 
of the actor, rather than to the situation in which the 
behavior occurred. If prosocial behavior occurs in a 
situation that is stacked against that behavior, it is costly 
for the actors and thus diagnostic of their prosocial 
motivation (Kawamura et al., 2021). They make a sac-
rifice to act prosocially (and people are surprisingly 
motivated to make such prosocial sacrifices; Kirgios 
et al., 2020; Olivola, 2011; Olivola & Shafir, 2013).

The second step is the evaluation of the actor’s sig-
naling: Does the actor claim social rewards for the 
action? By default, evaluators seem to interpret proso-
cial behavior as a signal to claim social rewards, unless 
actors actively declare that they do not claim such 
rewards. The third step is the comparison: Is the actor 
seen as claiming more social rewards than he or she is 
perceived to deserve?

Because social rewards are valuable, actors who 
claim more than they deserve are seen as deceptive 
and are judged as morally worse than actors who did 
not claim the rewards (e.g., people who did not act 
prosocially in the first place). Rather than an inherent 
feature of the actor’s behavior (or motive), deceptive-
ness is an outcome of this evaluation process; it stems 
from the perceived divergence between the deserved 
and the claimed social rewards. Conversely, actors who 
make it clear that they do not deserve social rewards 
for their (personally beneficial) prosocial behavior are 
not punished with moral derogation. As the signaling 
step is specific to social rewards, nonsocial rewards 
(such as emotional or self-concept rewards) should not 
lead to moral derogation (but merely to “discounted 
altruism”).

In sum, what taints prosocial actors is not the mere 
presence of self-interest, but the perception that actors 
try to reap social rewards without deserving them (i.e., 
without paying the price), which makes them seem 
deceptive. This explanation does not contradict but 
rather incorporates the existing counterfactuals account, 
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and provides a functional answer to the question of why 
people use these different counterfactuals in the first 
place: Observers evaluate whether actors who claim 
social rewards actually deserve them by comparing the 
actors with counterfactual actors who are prosocially 
motivated, and hence considered as deserving. On the 
basis of this comparison, observers either socially 
reward or punish the prosocial actors. If, however, 
actors are not seen as trying to reap these social rewards, 
they avoid entering this comparison and thereby prevent 
the potentially ensuing moral derogation.

Moving into the realm of more ultimate explanations, 
reserving social rewards such as praise, status, and trust 
only for prosocially motivated actors prevents diluting 
their value. This is advantageous on two levels. On the 
individual level, such actors are more likely to act pro-
socially in the future, even under potentially different 
circumstances, and thus are more desirable cooperation 
partners (Davis et al., 2023; Simpson & Willer, 2015); 
on the societal level, such social rewards can motivate 
prosocial behavior in situations in which this behavior 
is costly for the actors, and thus least likely to occur in 
the absence of these social rewards.
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Experiment 1

Experiment 1 replicates the tainted-altruism effect, using 
the very scenario that initially established it (Newman 
& Cain, 2014), and tests the newly proposed social 
rewards protection theory by making the effect disap-
pear when the actor clarifies that he does not deserve 
social rewards.

Experiment 1: method

Design.  Participants were randomly assigned to one of 
four between-subjects conditions. The first two condi-
tions were the original conditions from Newman and 
Cain (2014): the homeless-shelter condition, featuring a 
selfishly motivated actor engaging in prosocial behavior 
(volunteering in a homeless shelter), and the coffee-shop 
condition, featuring a similarly selfishly motivated actor 
engaging in neutral behavior (volunteering in a coffee 
shop). The selfish motivation is, in both conditions, to 
gain the affection of a woman. Aiming to replicate New-
man and Cain’s tainted-altruism effect, participants are 
expected to rate the actor who volunteers in the home-
less shelter as less moral than the actor who volunteers in 
the coffee shop.

Note that whereas the actor in both conditions is 
arguably somewhat inherently deceptive, this inherent 
deceptiveness is held constant across these two condi-
tions: In both conditions, the actor is driven by the 
same ulterior motive (to gain the woman’s affection), 
and he engages in the same behavior (volunteering). 
The only difference is that the behavior yields prosocial 
consequences in the homeless-shelter condition, but 
not (or at least not as much) in the coffee-shop condi-
tion. Any difference in the actor’s ascribed deceptive-
ness between the conditions, therefore, cannot be 
explained by the actor’s inherent deceptiveness. Rather, 
to explain the differences, the new theory places the 
prosocial consequences at the center of its three-step 
social-evaluation process. In the two novel conditions 
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(homeless-shelter full disclosure and coffee-shop full  
disclosure), the actor directly discloses his selfish moti-
vation to the woman before starting to volunteer. He 
thereby admits that his prosocial behavior is not driven 
by prosocial motivation but by self-interest, and thereby 
ensures that he no longer can be seen as (deceptively) 
pretending to deserve social rewards. These two condi-
tions allow for testing the new theory within the original 
paradigm: Specifically, I hypothesize that removing the 
possibility that the actor can be seen as pretending  
to deserve social rewards will moderate the tainted-altru-
ism effect so that there is no difference in moral evalua-
tions between the two new conditions. This hypothesis, 
and these two novel conditions, parallel Jordan et al.’s 
(2017) insights about the psychology of hypocrisy, in 
particular their “honest hypocrite” hypothesis and the 
corresponding experimental conditions.

Procedure.  In both the original and the modified exper-
imental conditions, participants read a short description 
involving either a homeless shelter or a coffee shop:

Andy has a crush on an attractive girl named Kim.

Kim spends most of her time working at the local 
homeless shelter/coffee shop, where she has 
become a manager. Only because Andy wants to 
impress Kim and get her to go out with him, he 
starts volunteering many hours per week at the 
same homeless shelter/coffee shop, passing out 
soup/coffee and making the homeless people/
customers feel comfortable.

In the original homeless shelter/coffee shop conditions 
in Newman and Cain (2014), the description was fol-
lowed by the following sentences:

Andy does a good job and other people believe 
that he really enjoys volunteering there. However, 
Andy only does a good job in order to impress 
Kim. Eventually his plan is successful and he gets 
a date with her.

In the newly developed homeless-shelter full-disclosure/
coffee-shop full-disclosure conditions, the description 
was followed by the following sentences instead:

He gets invited for an interview with Kim, and 
when she asks him why he wants to work there, 
he honestly replies that he is only here because 
he wants to date her.

Andy starts volunteering many hours per week 
and does a good job and other people believe 

that he really enjoys volunteering there. However, 
as Kim knows Andy only does a good job in order 
to impress her. Nevertheless, eventually his plan 
is successful and he gets a date with her.

Measures.  After reading a vignette, participants evalu-
ated Andy using Likert scales ranging from 1 to 9 (all 
measures were adopted from Newman & Cain, 2014).

The first measure assessed Andy’s morality with three 
items (Cronbach’s α = .90 in this sample): How ethical 
was Andy’s behavior? (1 = completely unethical,  
9 = completely ethical); how moral was Andy’s behavior 
(1 = completely immoral, 9 = completely moral); and to 
what extent do you approve or disapprove of Andy’s 
actions? (1 = definitely not, 9 = definitely so).

The second measure assessed how deceptive Andy 
is perceived with four items (Cronbach’s α = .85 in this 
sample): How manipulative were Andy’s actions? (1 = 
not at all manipulative, 9 = very manipulative); how 
honest were Andy’s actions? (1 = not at all honest, 9 = 
very honest; reverse-coded for scale aggregation); how 
deceptive were Andy’s actions? (1 = not at all deceptive, 
9 = very deceptive); and how hypocritical were Andy’s 
actions? (1 = not at all hypocritical, 0 = very 
hypocritical).

The third measure assessed the benefit of Andy’s 
actions with two items (Cronbach’s α = .95 in this sam-
ple): How beneficial were Andy’s actions? (1 = not at 
all, 9 = very beneficial), and to what extent Andy’s 
actions make the world a better place? (1 = not at all, 
9 = very much so).

As exploratory measures, to evaluate the generaliz-
ability of the results and to rule out alternative explana-
tions, participants also responded to the question of 
how much they liked and trusted Andy and how altru-
istic and selfish Andy’s actions were.

Attention check.  After responding to the last survey 
question, participants responded to the following atten-
tion check: “As a final question for you, we want to know 
whether you are processing the information given in 
each question. For the question below, please click on 
the first choice not at all satisfied.” In Experiment 1, the 
question was, “How satisfied do you think is Andy with 
his job?” Responses were collected on a 9-point scale 
ranging from 1 (not at all satisfied) to 9 (very satisfied). 
Consistent with our preregistration, all participants who 
did not respond with a 1 (not at all satisfied) were 
excluded from the sample. The rates of exclusion did not 
differ substantially between experimental conditions; see 
the Supplemental Material for details (Table S11), robust-
ness analyses (Table S12), and figures underlining the 
consistency of the effects in the full data set (Figures 
S13-S16).
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Original study and preregistered replication.  For 
readability and space, I report below only the results of a 
preregistered replication study; see the Supplemental 
Material for a full reporting of the original study (N = 
397). Results were consistent with the replication in both 
direction and significance, except that the interactions for 
deceptiveness (Table S5a), trust (Table S9a), and liking 
(Table S7a) did not reach statistical significance in the 
less well-powered original study.

Participants.  I recruited participants online using MTurk. 
A total of 1,141 reached the attention-check question, 
and consistent with the preregistration, I analyzed the 
data of all Americans with unique IP addresses who did 
not fail the first attention check, resulting in a final sam-
ple of 798 participants (Mage = 38.5 years, 54% female). 
See the Supplemental Material for a detailed description 
of the MTurk worker requirements. This study and all 
subsequent studies were approved by the Yale Institu-
tional Review Board (ID No. 1605017813).

Experiment 1: results

Figure 1a depicts the moral evaluations of the actor in 
the four between-subjects conditions. The first two con-
ditions were the original conditions from Newman and 
Cain (2014): the homeless-shelter condition, featuring a 
selfishly motivated actor engaging in prosocial behavior 
(volunteering in a homeless shelter), and the coffee-
shop condition, featuring a similarly selfishly motivated 
actor engaging in neutral behavior (volunteering in a 
coffee shop). The selfish motivation is, in both condi-
tions, to gain the affection of a woman. Replicating 
Newman and Cain’s tainted-altruism effect, participants 
rated the actor who volunteers in the homeless shelter 
as less moral (M = 4.63, SEM = 0.13) than the actor who 
volunteers in the coffee shop (M = 5.33, SEM = 0.12, 
t(397) = 3.86, p = .0001, d = 0.39). In the two novel 
conditions (homeless-shelter full-disclosure condition 
and coffee-shop full-disclosure condition), the actor 
directly discloses his selfish motivation to the woman 
before starting to volunteer (the scenario indicates that 
in an interview for the position, the woman asks him 
why he wants to work there, and “he honestly replies 
that he is only here because he wants to date her”). By 
admitting that his prosocial behavior is not driven by 
prosocial motivation, but by self-interest, he ensures 
that he no longer can be seen as pretending to deserve 
social rewards. These two conditions test the key predic-
tion of the new theory within the original paradigm: 
Removing the possibility that the actor can be seen as 
pretending to deserve social rewards moderates the 
tainted-altruism effect: As predicted, there is no discern-
able difference in moral evaluations between the two 

new conditions—M = 5.07, SEM = 0.13; M = 5.09, SEM =  
0.13; t(397) = 0.13, p = .895, d = 0.01; preregistered 
interaction with the two original conditions:  
F(1, 794) = 6.78, p = .009.

Ruling out alternative explanations, this interaction 
(as well as the effects and interactions in Experiments 
2–4) is robust to including control variables, specifi-
cally judgments of the prosocial benefits the actor’s 
behavior creates (Table S2b) and judgments of the 
extent to which the behavior itself is seen as altruistic 
or selfish (Table S10b). In other words, the interaction 
is not driven by participants judging that the actor’s 
behavior leads to different levels of prosocial benefits 
across conditions. And it is not driven by differences 
in evaluations of the actor’s degree of selfishness and 
altruism—which would be affected by the first step of 
the proposed three-step process, the moral-character 
evaluation, but which should not be affected by the 
second (signaling) and third (comparison) step of the 
process.

The pattern of moral evaluations is mirrored by judg-
ments about the deceptiveness of the actor’s behavior 
(see Fig. 1b) and closely tracked by more practically 
relevant variables, such as trusting (Figure S6) and lik-
ing (Figure S5) the actor (see the Supplemental Material 
for details on these and other extended analyses, as 
well as additional tables and figures).

Experiments 2a and 2b

Here, I test the theory’s key prediction in a different 
context and with a different operationalization of the 
absence of social rewards.

Experiment 2a: method

Design.  Participants were randomly assigned to one of 
four between-subjects conditions: social rewards, no 
social rewards (no broadcasting), control, control (no 
broadcasting). In one scenario the owner of a beach 
resort is cleaning up the beach (a behavior with prosocial 
consequences), which allows the resort to make money 
from tourists (selfish gains). Although the actor in Experi-
ment 1 fully discloses his selfish motivation, to prevent 
the impression that he is trying to reap undeserved social 
rewards, the actor in Experiment 2a simply does not 
broadcast the prosocial benefits of his behavior (i.e.,  
he does not advertise that he cleaned up the beach).  
This manipulation is a different operationalization of 
how actors can prevent being seen as claiming social 
rewards—not by actively disclosing their selfish motiva-
tion, which could come across as inherently deceptive, 
but by passively avoiding the disclosure of the prosocial 
benefits of their behavior.
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Procedure.  In both the social-rewards condition and 
the no-social-rewards condition, participants read a short 
description:

Tom is the owner of a travel company that builds 
and operates exclusive resorts on Islands in the 
Maldives. He was recently building a new resort 
on an island that was not yet explored by tourism. 
While Tom and his company only care about mak-
ing as much money as possible, they had to clean 
up several beaches on this island, as pollution and 
littering is widespread in the Maldives and the 
tourists visiting the resorts of Tom’s company 
demand clean beaches.

They spend $100,000 for the cleanup and removed 
30 tons of garbage, which greatly helped wildlife 
in the region and benefitted the relatively poor 
native inhabitants of the Islands.

In the social-rewards condition, this description was 
followed by the following sentences:

Tom’s company documented their cleanup 
efforts, which they use to advertise their resorts 
to ecologically oriented customers. Their cam-
paign for the new resort has been a large success, 
and they already make $300,000 from bookings 
in the first year.

Moral Evaluations (Experiment 1)

Deceptiveness Judgments (Experiment 1)

Homeless Shelter
(social rewards)

Coffee Shop Homeless Shelter
Full Disclosure

(no social rewards)

Coffee Shop
Full Disclosure

Homeless Shelter
(social rewards)

Coffee Shop Homeless Shelter
Full Disclosure

(no social rewards)

Coffee Shop
Full Disclosure

9

8

7

6

5

4

3

2

1

9

8

7

6

5

4

3

2

1

a

b

Fig. 1.  Moral evaluations (a) and deceptiveness judgments (b) across the 
experimental conditions in Experiment 1. Crossbars display means (±SEM); 
dots represent individual responses.
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In the no-social-rewards (no-broadcasting) condition, 
this description was followed by these sentences 
instead:

Outside of a small circle of Tom’s colleagues who 
work on building the new resort, nobody knows 
about the cleanup efforts. Their new resort has 
been a large success, and they already make 
$300,000 from bookings in the first year.

In both the control and the control (no-broadcasting) 
conditions, participants read this short description:

Tom is the owner of a travel company that builds 
and operates exclusive resorts on mountains in 
Alaska, deep in the mountains and far off from 
civilization. He was recently building a new resort 
in a remote valley that is not yet explored by tour-
ism. While Tom and his company only care about 
making as much money as possible, they had to 
build a new road to the resort, as the tourists visit-
ing the resorts of Tom’s company demand high 
accessibility.

They spend $100,000 on the road. Because the 
road only led to the resort, it did not provide any 
benefits (but also no problems) for others than 
the resort’s personnel and visitors.

In the control condition, this description was followed 
by the following sentences:

Tom’s company documented their road-building 
efforts, which they use to advertise their resorts 
to customers who care about good accessibility. 
Their campaign for the new resort has been a 
large success, and they already make $300,000 
from bookings in the first year.

In the control (no-broadcasting) condition, this descrip-
tion was followed by these sentences instead:

Outside of a small circle of Tom’s colleagues who 
work on building the new resort, nobody knows 
about the road building efforts. Their new resort 
has been a large success, and they already make 
$300,000 from bookings in the first year.

Measures.  After reading a scenario, participants evalu-
ated Tom on Likert scales ranging from 1 to 9 (all  
measures are adopted from Newman & Cain, 2014). Spe-
cifically, I used the same moral evaluations (Cronbach’s  
α = .87 in this sample), deceptiveness judgments (Cron-
bach’s α = .88 in this sample), and benefit judgments 

(Cronbach’s α = .77 in this sample) as in Experiment 1. 
Participants also responded again to the two exploratory 
questions about how altruistic and how selfish they per-
ceived Tom’s behavior to be.

Attention check.  After responding to the last survey 
question, participants responded to the following atten-
tion check: “As a final question for you, we want to know 
whether you are processing the information given in 
each question. For the question below, please click on 
the second choice from your left. How satisfied to you 
think Tom is with his business?” Responses were col-
lected on a 9-point scale ranging from 1 (not at all satis-
fied) to 9 (very satisfied). All participants who did not 
respond with a 2 were excluded from the analysis. The 
rates of exclusion did not differ substantially between 
experimental conditions; see the Supplemental Material 
for details (Table S18), robustness analyses (Table S19), 
and figures underlining the consistency of the effects in 
the full data set (Figures S20-S21).

Participants.  I recruited participants online using 
MTurk. A total of 355 people reached the attention-
check question. I excluded participants who had no 
unique IP address and who did not respond correctly 
to the attention check; this produced a final sample  
of 215 participants (no demographic variables were 
collected).

Experiment 2a: results

Results support the new theory that the protection of 
social rewards drives the tainted-altruism effect, rather 
than the mere presence of selfish gains. As depicted 
in Figure 2a, participants rated the travel-company 
owner as less moral when the company disclosed its 
cleanup effort to customers, M = 6.68, SEM = 0.24, than 
when the company did not disclose its cleanup efforts, 
M = 7.56, SEM = 0.19, t(109) = −2.78, p = .0065,  
d = 0.53 (keeping the selfish gains, the amount of 
money the company makes, constant). In the two con-
trol conditions, broadcasting that the company engaged 
in a selfish action (building a road to a resort), M = 6.09, 
SEM = 0.27, or not, M = 5.86, SEM = 0.24, t(102) = 0.62, 
p = .54, d = 0.12, interaction: F(1, 211) = 5.31, p = .022, 
did not affect moral evaluations, ruling out the possi-
bility that the results are explained by actors simply 
receiving a moral-reputation boost when they do not 
disclose their efforts. As in Experiment 1, the pattern 
of moral evaluations was mirrored by deceptiveness 
judgments (depicted in Fig. 2b): Actors who are seen 
as pretending to deserve social rewards are seen as 
more deceptive, M = 4.82, SEM = 0.27, than actors who 
keep information about the prosocial consequences of 
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their actions to themselves, M = 3.43, SEM = 0.28, t(109) 
= 3.56, p = .0006, d = 0.68. In the control conditions, 
when there are no prosocial consequences, disclosure 
(M = 3.46, SEM = 0.27) or nondisclosure (M = 3.94, SEM 
= 0.29) had no significant effect on deceptiveness, 
t(102) = −1.19, p = .24, d = 0.24, interaction: F(1, 211) 
= 2.59, p = .11.

Tom’s selfishly motivated behavior in both control 
conditions (when he builds a road to the resort) is 
evaluated as less moral than in the conditions in which 
he creates prosocial benefits (when he cleans the 
beach). Of course, whether or not the classic tainted-
altruism effect occurs, in which the tainted altruistic 
behavior is seen as worse than a neutral behavior, 
depends on the specific choice of the comparison 
point of the neutral-behavior control condition (and 
the benefits this behavior creates). Indeed, statistically 

controlling for the benefits Tom’s behavior creates (see 
Table S14, Model 2, in the Supplemental Material), not 
only reveals that the overall interaction reported above 
is robust, F(1, 210) = 4.81, p = .03, but also that there 
is a classic tainted-altruism effect—the coefficients for 
either of the two control conditions (control: b = 0.99, 
SE = 0.33, p = .003; control (no broadcast):  
b = 0.84, SE = 0.32, p = .009) are larger than the coef-
ficient for the social-rewards condition. In other words, 
when statistically removing differences in perceived 
benefits between the experimental conditions (i.e., 
controlling for the benefits judgments), then Tom in 
the prosocial conditions is seen as less moral than Tom 
in the control conditions.

In Experiment 2b, I made several changes to the 
scenario, aiming to use the same manipulation (i.e., 
broadcasting vs. not broadcasting the prosocial 

Moral Evaluations (Experiment 2a) Deceptiveness Judgments (Experiment 2a)

Social
Rewards

No Social
Rewards

(no broadcast)

Control Control
(no broadcast)

Social
Rewards

No Social
Rewards

(no broadcast)

Control Control
(no broadcast)

9

8

7

6

5

4

3

2

1

9

8

7

6

5

4

3

2

1

a b

dc
Moral Evaluations (Experiment 2b) Deceptiveness Judgments (Experiment 2b)

BaselineSocial Rewards No Social Rewards
(no broadcast)

BaselineSocial Rewards No Social Rewards
(no broadcast)

9

8

7

6

5

4

3

2

1

9

8

7

6

5

4

3

2

1

Fig. 2.  Moral evaluations and deceptiveness judgments across experimental conditions in Experiments 2a and 2b. Experiment 2a’s 
evaluations and judgments are illustrated in (a) and (b); Experiment 2b’s evaluations and judgments are illustrated in (c) and (d). 
Crossbars display means (±SEM); dots represent individual responses.
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behavior) and to replicate the original tainted-altruism 
effect without statistically controlling for the benefits. 
To be specific, I modified the scenarios to make the 
control condition with the neutral behavior as similar 
as possible to the social-rewards condition and the  
no-social-rewards condition, to keep benefits more 
balanced.

Experiment 2b: method

Design.  Participants were randomly assigned to one of 
three between-subjects conditions: social rewards, no 
social rewards (no broadcasting), and baseline. They read 
a scenario about the owner of a beach resort who, in 
order to make money from tourists (selfish gains), is either 
cleaning up the beach (a behavior with prosocial conse-
quences) or renovating the resort’s kitchen (a behavior 
without prosocial consequences). Whereas the actor in 
Experiment 1 fully discloses his selfish motivation to pre-
vent the impression that he is trying to reap undeserved 
social rewards, the actor in Experiment 2b simply does 
not broadcast the prosocial benefits of his behavior (i.e., 
not advertising that he cleaned up the beach).

Procedure.  In both the social-rewards condition and 
the no-social-rewards condition, participants read a short 
initial description:

Tom is the owner of a travel company that builds 
and operates exclusive resorts on islands in 
Southern Europe. He recently bought and reno-
vated a resort on the Mediterranean coastline. 
While Tom and his company only care about mak-
ing as much money as possible, they had to clean 
up a nearby beach, as pollution and littering is 
widespread in the area and the tourists visiting 
the resorts of Tom’s company demand clean 
beaches.

In the baseline condition, participants read this short 
initial description:

Tom is the owner of a travel company that builds 
and operates exclusive resorts on islands in 
Southern Europe. He recently bought and reno-
vated a resort on the Mediterranean coastline. 
While Tom and his company only care about mak-
ing as much money as possible, they had to thor-
oughly refurbish and modernize the entire kitchen 
and pool area to meet hygiene and operational 
standards, as the tourists visiting the resorts of 
Tom’s company demand clean, functional, and 
up-to-date facilities.

These short initial descriptions stayed on the screen 
while participants had to correctly respond to the fol-
lowing two comprehension-check questions:

Please indicate which of the following two state-
ments is correct or incorrect.

Tom’s company builds exclusive resorts in Asia

Tom and his company only care about making as 
much money as possible

In both the social-rewards condition and the no-social-
rewards condition, the following sentence was added 
on the next screen:

They spent $20,000 on the cleanup and removed 
1.5 tons of garbage, which helped wildlife in the 
region and benefited the locals in the surrounding 
villages.

In the social-rewards condition, this sentence was fol-
lowed by the following text:

Tom’s company documented their cleanup efforts, 
which they use to advertise their resorts to eco-
logically oriented customers. Their campaign for 
the new resort has been a large success, and they 
have already made $300,000 from bookings in the 
first year.

In the no-social-rewards (no-broadcasting) condition, 
the following text was added instead:

Outside of a small circle of Tom’s colleagues who 
work on building the new resort, nobody knows 
about the cleanup efforts. Their new resort has 
been a large success, and they have already made 
$300,000 from bookings in the first year.

In the baseline condition, the following sentence was 
added on the screen instead, after the comprehension-
check questions:

They spent $20,000 on the modernization, which 
greatly helped the resort’s visual appeal and over-
all functionality while preserving its authenticity 
and character, benefiting both the resort’s signa-
ture ambiance and its smooth operations.

Their new resort has been a large success, and 
they have already made $300,000 from bookings 
in the first year.
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Measures.  After reading a scenario, participants evalu-
ated Tom using Likert scales ranging from 1 to 9 (all 
measures are adopted from Newman & Cain, 2014). Spe-
cifically, I used the same moral evaluations (Cronbach’s  
α = .88 in this sample), deceptiveness judgments (Cron-
bach’s α = .90 in this sample), and benefit judgments 
(Cronbach’s α = .63 in this sample) as in Experiment 1 
and 2a. Participants also responded again to the two 
exploratory questions about the extent to which they saw 
Tom’s behavior as altruistic and selfish.

Attention check.  Before being assigned to experimen-
tal conditions, participants had to correctly respond to 
two attention-check questions (randomly selected from a 
larger pool) to be admitted to the study.

Participants.  I recruited participants online using 
MTurk using the CloudResearch panel. A total of 615 
people completed the survey. Excluding participants 
without a unique IP address resulted in a final sample of 
601 participants (Mage = 46.4 years, 49.25% female, 49.42% 
male, 0.67% nonbinary, 0.67% other/do not wish to 
disclose).

Experiment 2b: results

As in Experiment 2a, the results support the new the-
ory: rather than the mere presence of selfish gains, it 
is the protection of social rewards that drives the 
tainted-altruism effect. Consistent with the preregistra-
tion (and as depicted in Fig. 2c), participants rated the 
travel-company owner as less moral when the company 
disclosed its cleanup effort to customers, M = 6.53, 
SEM = 0.13, than when the company did not disclose 
its cleanup efforts, M = 6.98, SEM = 0.11, t(399) = 2.55,  
p = .011, d = 0.25, and as less moral than in the baseline 
condition, in which he did not engage in any prosocial 
behavior in the first place, M = 7.15, SEM = 0.11, t(397) = 
3.53, p < .001, d = 0.35. Regression analysis reveals that 
this pattern of results is robust toward controlling for 
benefit judgments (see Table S20 in the Supplemental 
Material). The selfish gains (the amount of money Tom’s 
company made) were held constant across all three 
conditions. There was no significant difference between 
the no-social-rewards condition and the baseline condi-
tion, t(400) = −1.09, p = .28, d = −0.11.

As in Experiments 1 and 2a, deceptiveness judgments 
(depicted in Fig. 2d) inversely tracked the pattern of 
moral evaluations: actors who disclose the prosocial 
consequences of their actions, and who therefore are 
seen as pretending to deserve social rewards, are rated 
as more deceptive, M = 5.34, SEM = 0.15, than actors 
who keep information about the prosocial conse-
quences of their actions to themselves, M = 3.63,  
SEM = 0.14, t(399) = 8.41, p < .001, d = 0.84, and as 

actors in the baseline condition, M = 3.11, SEM = 0.13, 
t(397) = 11.34, p < .001, d = 1.14. There was also a sig-
nificant difference between the no-social-rewards con-
dition and the baseline condition, t(400) = 2.81, p = 
.005, d = 0.28, indicating that participants perceive 
actors who keep the prosocial action secret as some-
what deceptive, but much less so than actors who claim 
more social rewards than they are seen as deserving.

Experiment 3

Experiment 3 compares eight different reward types to 
test the prediction that claiming undeserved social 
rewards (praise, liking, trust, or status), but not other 
nonsocial rewards (emotional or self-concept rewards), 
leads to moral derogation.

Experiment 3: method

Design.  To explicitly compare evaluations of actors 
engaging in prosocial behaviors because they were moti-
vated by different social and nonsocial rewards, I had 
each participant respond to eight different scenarios of 
an actor engaging in prosocial behavior, with eight differ-
ent rewards, randomly paired with the scenarios. The 
order of the scenarios was randomized. Specifically, 
there were eight within-subject conditions. The first four 
conditions represented four types of social rewards: 
praise, liking, trust, and status. The next two conditions 
represent two types of nonsocial rewards: emotional 
rewards and self-concept rewards (O’Connor et al., 2020). 
To put these rewards into perspective, an altruistic-
rewards condition and a no-rewards control condition 
were added.

To examine the link between the rewards or punish-
ments for prosocial behavior and the expectation of 
future prosocial behavior of actors, this experiment 
included an additional dependent variable: participants’ 
predictions of the actor’s future prosocial behavior.

Procedure.  The experiment was embedded in a lab 
session that also included several other tasks (in random-
ized order). When starting the experiment, participants 
were first shown an introduction screen that read, “On 
the following screens, you will read ten different scenar-
ios, and answer a few questions about each of them.” 
Participants then were presented with 10 short vignettes 
describing an actor and were asked to evaluate the actor 
on several dimensions.

The first and the last vignette were neutral behaviors, 
to familiarize participants with the task and the mea-
sures, and to reduce and potentially quantify order 
effects. The neutral behavior vignettes were “Rory pur-
chased two classic novels in a bookstore” and “Aiden 
went on a hike in nature” (order counterbalanced). The 
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eight vignettes describing prosocial behavior (several 
of them inspired by vignettes used by Carlson & Zaki, 
2018) were:

1.	 “Alex signed up to volunteer for the Red Cross 
once a week.”

2.	 “Robin helped organize a fundraiser for the 
American Cancer Society.”

3.	 ”Carey helped the owner of a small flower shop 
collect his flowers from the sidewalk after a 
gust of wind had knocked over several 
buckets.”

4.	 “Andy helped his neighbor unload a heavy set 
of power tools from a moving truck.”

5.	 “Chris made a significant donation to a charity 
that provides insecticidal nets to fight against 
malaria.”

6.	 “Charlie jumped on the train tracks to grab a 
briefcase that an older person just dropped, and 
returns it to them.”

7.	 “Wyatt donated blood at a local clinic.”
8.	 “Noah found a wallet on the sidewalk, looked 

inside to find the owner’s name and address, and 
returns it to them.”

The eight different benefits were as follows:
Social rewards:

Praise: “because he wants others to praise him.”

Liking: “because he wants others to like him 
more.”

Trust: “because he wants to appear more trust-
worthy to his friends and acquaintances.”

Status: “because he wants to impress a group of 
colleagues at work, and to thereby increase his 
status in the workplace.”

Nonsocial rewards:

Emotional rewards: “because he thinks this would 
make him feel very good.”

Self-concept rewards: “because he wants to think 
of himself as a highly moral person, almost a role 
model.”

Altruistic rewards: “because he wants to help 
people in need.”

Control: “.” (In the control condition, the sentence 
ended after the vignette that describes the behavior, 
without mentioning any reward.)

The vignettes were randomly paired with the 
rewards, resulting in 8 vignettes × 8 rewards = 64 com-
binations. For example, vignette 1 paired with the social 
rewards of praise would read “Alex signed up to vol-
unteer for the Red Cross once a week, because he wants 
others to praise him.” Every participant saw each 
vignette, and each reward, only once.

Measures.  After reading each vignette, participants 
evaluated the behavior using Likert scales ranging from 1 
to 9 (all measures were adopted from Newman & Cain, 
2014). I used the same morality (Cronbach’s α = .89 in 
this sample), deceptiveness (Cronbach’s α = .95 in this 
sample), and benefit measures (Cronbach’s α = .76 in this 
sample) as in Experiments 1, 2a, and 2b.

In addition, three items were added to measure par-
ticipants’ predictions about the actor’s future prosocial 
behavior: (a) How likely is Alex [the actor’s name] to 
donate blood in the future? (b) How likely is Alex to 
give to a homeless person in the future? (c) How likely 
is Alex to donate used clothes in the future?

Participants.  Participants were recruited in the behav-
ioral lab of a large European business school as part of a 
longer session including several tasks (Mage = 22.7 years, 
59% female). For readability and space, I report below 
the results from the full sample (401 participants) of the 
preregistered lab study; this includes 19 participants who 
erroneously participated before the submission of the 
preregistration and 187 participants who participated 
above and beyond the preregistered sample size of 200. 
(See the Supplemental Material Table S23 for a separate 
reporting of the preregistered subsample; results were 
consistent in both direction and significance with the full 
sample reported below.) This study received additional 
approval from the IESE Institutional Review Board for 
Research in Social Sciences and Humanities (ID No. 
IESE.2023.14).

Experiment 3: results

The results from Experiment 3, depicted in Figure 3, 
support the preregistered prediction that actors engag-
ing in prosocial behavior to reap social rewards (such 
as praise, liking, trust, or status) are evaluated as being 
worse than neutral actors who did not engage in any 
prosocial behavior in the first place (b = 1.44, p < .0001) 
and as being worse than actors who were motivated by 
nonsocial selfish rewards (b = 1.7, p < .0001), such as 
emotional rewards and self-concept rewards. Even 
actors who were motivated by trust, the social reward 
that led to the highest moral evaluations, were seen as 
significantly less moral than actors motivated by their 
self-concept, the nonsocial reward that led to the lowest 
moral evaluations, F(1, 382) = 32.38, p < .0001.
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Engaging in prosocial behavior motivated by nonso-
cial rewards, such as emotional rewards and self- 
concept rewards, was evaluated as more moral than or 
comparable to neutral behaviors—emotional rewards: 

F(1, 387) = 18.28, p < .0001; self-concept rewards: F(1, 
387) = 0.04, p = .8487—and as worse than engaging in 
prosocial behavior motivated by altruistic rewards—
emotional rewards: F(1, 387) = 202.46, p < .0001; self-
concept rewards: F(1, 387) = 403.02, p < .0001—and as 
worse than actors in a control condition in which no 
information about the underlying motivation for the 
prosocial behavior was provided—emotional rewards: 
F(1, 387) = 134.66, p < .0001; self-concept rewards: F(1, 
387) = 333.21, p < .0001.

The pattern of moral evaluations is mirrored by judg-
ments about the deceptiveness of the actor’s behavior 
(Table S26), robust to including judgments about the 
social benefits the actor’s behavior creates as control 
variables (Table S25), and closely tracked by more prac-
tically relevant variables such as predictions of the 
actor’s future prosocial behavior (see the Supplemental 
Material for details on these and other extended analy-
ses, as well as additional tables and figures).

The within-subject design also allows for classifying 
participants on the basis of their answer patterns. These 
classifications require the assumption that only the ben-
efits to the actors, but not the different scenarios (which 
were randomly assigned to rewards and randomized in 
their order), affected the moral evaluations.

To classify participants as answering as predicted by 
the new theory, I used two criteria: The first classifica-
tion uses the strict criterion that each moral evaluation 
of actors motivated by social rewards would have to be 
lower than each of the moral evaluations of actors 
motivated by nonsocial rewards. The second classifica-
tion uses the less strict criterion that the average moral 
evaluation of actors motivated by social rewards would 
have to be lower than the average moral evaluation of 
actors motivated by nonsocial rewards. About one third 
(30.7%) of participants satisfied the strict criterion that 
all their moral evaluations of actors who engaged in 
prosocial behavior motivated by social rewards were 
lower than all their moral evaluations of actors moti-
vated by nonsocial rewards, and 89% of participants 
satisfied the less strict criterion that, on average, their 
moral evaluations of actors who engaged in prosocial 
behavior motivated by social rewards were lower than 
their moral evaluations of actors motivated by nonsocial 
rewards.

To classify participants as answering in line with the 
tainted-altruism effect, I also used the strict and the less 
strict criteria: 35.9% of participants satisfied the strict 
criterion that all their moral evaluations of actors who 
engaged in prosocial behavior motivated by social 
rewards were lower than all their moral evaluations of 
neutral actors, and 76.3% of participants satisfied the 
less strict criterion that, on average, their moral evalu-
ations of actors who engaged in prosocial behavior 
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Fig. 3.  Moral evaluations (a), deceptiveness judgments (b), and 
predictions of future prosocial behavior (c) across aggregated experi-
mental conditions in Experiment 3. Crossbars display means (±SEM); 
dots represent individual responses.
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motivated by social rewards were lower than their 
moral evaluations of neutral actors.

Experiment 4

Experiment 4 directly manipulated counterfactuals to 
examine whether the new theory can explain why 
people rely on different counterfactuals for prosocial 
and selfish actors in the first place.

Experiment 4: method

Design.  To explicitly examine which counterfactual 
people are thinking about, I experimentally manipu-
lated whether or not people were reminded of a selfish 
counterfactual (following Newman & Cain, 2014, Exper-
iment 3). Specifically, participants were randomly 
assigned to one of six between-subjects conditions. The 
first two conditions allowed for testing the key proposi-
tion again in a new context—an investment scenario—
thereby replicating the pattern from Experiments 1, 2a, 
2b, and 3. In the social-rewards condition, an actor 
engages in prosocial behavior for selfish motives with-
out disclosing her selfish motives, whereas in the no-
social-rewards condition the actor engages in the same 
action for the same motives but avoids being seen as 
pretending to deserve social rewards by fully disclosing 
her selfish motives.

In the next two conditions, the counterfactual that 
the actor could have pursued her selfish motives with-
out engaging in any prosocial behavior is added at the 
end of the scenario, resulting in the social-rewards 
counterfactual condition and the no-social-rewards 
counterfactual condition.

If participants form their moral evaluations by intui-
tively comparing the actor with a prosocially motivated 
actor (i.e., an actor who qualifies for the social rewards), 
then reminding them that the actor could have been 
purely selfish should make their moral evaluations more 
favorable. If, however, participants already use a purely 
selfish actor as a counterfactual (because the actor 
already clarified that he or she does not claim any social 
rewards), then adding this purely selfish counterfactual 
should not affect the moral evaluations. In other words, 
if reminding participants of this counterfactual increases 
their morality ratings in the social-rewards counterfac-
tual condition, but not in the no-social-rewards coun-
terfactual condition, this would support the proposed 
social rewards protection theory. It would imply that in 
the no-social-rewards condition, people already rely on 
this selfish counterfactual, whereas in the social-rewards 
condition, people use a different counterfactual: They 
compare the focal actor with prosocially motivated oth-
ers who qualify for the social rewards.

The remaining two conditions, the purely selfish  
condition and the purely altruistic condition, allow for 
understanding the evaluations in context. Specifically, 
the comparison with the purely selfish condition allows 
for replicating the classic tainted-altruism effect, and 
the purely altruistic condition allows for alleviating con-
cerns about a potential ceiling effect.

Procedure.  Participants were presented with vignettes 
describing an actor and were then asked to evaluate the 
actor on several dimensions. All vignettes included sev-
eral sentences about the economic risk of the actor’s 
behavior, to preemptively rule out any potential alterna-
tive explanation that would involve differences in the per-
ceived riskiness of the actor’s behavior across the 
experimental conditions. Moreover, by clarifying that the 
economic performance of the actor’s company would be 
irrelevant for investors who care only about the economic 
risk of their investment, the scenario reduces the inherent 
deceptiveness of withholding the information about the 
predicted profits. Rather, when the social-rewards condi-
tion increases the perceived deceptiveness in the absence 
of a selfish counterfactual but does not increase the 
deceptiveness in the presence of a selfish counterfactual, 
then this deceptiveness judgment is the predicted out-
come of the three-step process at the heart of the new 
theory. What causes the deceptiveness is not so much the 
omission of one piece of information but the signal that 
the actor deserves social rewards for the actions (i.e., by 
omitting that he or she will personally benefit). This sig-
naling leads observers to spontaneously consider a proso-
cial counterfactual (and not a selfish counterfactual); this 
is why mentioning the selfish counterfactual reduces  
the moral derogation. In the absence of this signaling (in 
the no-social-rewards conditions), mentioning the very 
same counterfactual does not increase moral evaluations, 
consistent with the idea that participants already consider 
this counterfactual spontaneously.

For consistency between conditions, the vignettes 
were constructed from text blocks. The first four condi-
tions (social rewards, no social rewards, social-rewards 
counterfactual, no-social-rewards counterfactual) all start 
with the same general-description text block. This text 
block is followed by either the social-rewards description 
text block or the no-social-rewards description text 
block, depending on the condition. In the two counter-
factual conditions (social-rewards counterfactual, no-
social-rewards counterfactual), the counterfactual 
description text block was added at the end. The remain-
ing two conditions (purely selfish, purely altruistic) con-
sist of a modified version of the general-description text 
block followed by a modified version of the social-
rewards-description/no-social-rewards-description  
text block.
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Specifically, the general-description text block read 
as follows:

Alex is the owner of a small pharma company.

She developed a few patents for a new drug, and 
wrote up a business plan. She predicts that this 
drug will generate a handsome profit of $7 million 
in the next 3 years. At the same time, she devel-
oped a plan to distribute this drug to poor people 
in developing countries for free. It will save sev-
eral hundred thousand people from severe medi-
cal symptoms, and save at least a few thousand 
lives per year.

To fund the necessary steps in the development 
of the drug, Alex needs to raise money. To do so, 
she invites a small circle of seven rich investors 
to a conference. While some of these investors 
are mainly interested in the financial conse-
quences of their investments, others might also 
care about the social consequences their invest-
ments bring about.

The investment is risk-free, as Alex inherited sev-
eral real estate objects that she provides as a guar-
antee. Investors don’t get a share of the company’s 
profits. Rather, they lend Alex the money for a 
fixed interest rate. In other words, investors don’t 
risk their money, and their return on investment 
is not affected by whether or not Alex’s company 
becomes successful and makes profits.

The social-rewards-description text block reads as 
follows:

When Alex pitches the investment opportunity, 
she stresses to all potential investors the plan to 
distribute the drug for free to poor people in 
developing countries (and how the investments 
would help achieving that). At the same time, she 
does not mention the profits she predicts the drug 
will generate for her company. In the end, Alex 
receives the full funding she needs, as three of 
the potential investors decide to lend her money.

The no-social-rewards-description text block reads as fol-
lows:

When Alex pitches the investment opportunity, 
she gives all potential investors a detailed over-
view of the profits the drug will generate for her 

company. At the same time, she stresses the plan 
to distribute the drug for free to poor people in 
developing countries (and how the investments 
would help [in] achieving that). In the end, Alex 
receives the full funding she needs, as three of 
the potential investors decide to lend her money.

The counterfactual-description text block reads as 
follows:

Keep in mind that if Alex wanted to, she could 
have planned the future of her pharma company 
without thinking about and developing the plan 
to distribute her drug to poor people in develop-
ing countries for free.

In the purely selfish condition, the general-description 
and no-social-rewards-description text blocks were 
modified as follows:

Alex is the owner of a small pharma company.

She developed a few patents for a new drug, and 
wrote up a business plan. She predicts that this 
drug will generate a handsome profit of $7 million 
in the next 3 years.

To fund the necessary steps in the development 
of the drug, Alex needs to raise money. To do so, 
she invites a small circle of seven rich investors 
to a conference. While some of these investors 
are mainly interested in the financial conse-
quences of their investments, others might also 
care about the social consequences their invest-
ments bring about.

The investment is risk-free, as Alex inherited 
several real estate objects that she provides as  
a guarantee. Investors don’t get a share of the 
company’s profits. Rather, they lend Alex the 
money for a fixed interest rate. In other words, 
investors don’t risk their money, and their return 
on investment is not affected by whether or not 
Alex’s company becomes successful and makes 
profits.

When Alex pitches the investment opportunity, 
she gives all potential investors a detailed over-
view of the profits the drug will generate for her 
company. In the end, Alex receives the full fund-
ing she needs, as three of the potential investors 
decide to lend her money.
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In the purely altruistic condition, the general-description 
and social-rewards-description text blocks were modi-
fied as follows:

Alex is the owner of a small pharma company.

She developed a few patents for a new drug, and 
a plan to distribute this drug to poor people in 
developing countries for free. It will save several 
hundred thousand people from severe medical 
symptoms, and save at least a few thousand lives 
per year.

To fund the necessary steps in the development 
of the drug, Alex needs to raise money. To do so, 
she invites a small circle of seven rich investors 
to a conference. While some of these investors 
are mainly interested in the financial conse-
quences of their investments, others might also 
care about the social consequences their invest-
ments bring about.

The investment is risk-free, as Alex inherited sev-
eral real estate objects that she provides as a guar-
antee. Investors don’t get a share of the company. 
Rather, they lend Alex the money for a fixed inter-
est rate. In other words, investors don’t risk their 
money, and their return on investment is not 
affected by whether or not Alex’s company 
becomes successful. When Alex pitches the invest-
ment opportunity, she gives all potential investors 
a detailed overview of the plan to distribute the 
drug for free to poor people in developing coun-
tries. In the end, Alex receives the full funding she 
needs, as three of the potential investors decide to 
lend her money.

Measures.  After reading a vignette, participants evalu-
ated Alex using Likert scales ranging from 1 to 9 (all 
measures were adopted from Newman & Cain, 2014). 
Specifically, I used the same morality (Cronbach’s α = .95 
in this sample), deceptiveness (Cronbach’s α = .92 in this 
sample), and benefit measures (Cronbach’s α = .80 in 
this sample) as in Experiments 1, 2a, 2b, and 3.

The same exploratory measures were also included 
(liking, trust, selfishness, altruism). In addition, three 
items were added to measure participants’ beliefs about 
(a) whether Alex’s success in acquiring the funding was 
influenced by her prosocial plan to distribute the drug 
for free to people who would need it, but likely could 
not afford it, as well as (b) the extent to which Alex’s 
investors cared about social consequences and (c) the 
extent to which Alex’s investors cared about the 

financial consequences of their investments. See the 
Supplemental Material for the exact question wording 
and detailed analyses of these measures.

Attention check.  After responding to the last survey 
question, participants responded to the following atten-
tion check: “As a final question for you, we want to know 
whether you are processing the information given in 
each question. For the question below, please click on 
the first choice not at all satisfied. How satisfied do you 
think is Alex with her business?” Responses were col-
lected using a 9-point scale ranging from 1 (not at all 
satisfied) to 9 (very satisfied). As preregistered, all partici-
pants who did not respond with a 1 (not at all satisfied) 
were excluded from the sample. The rates of exclusion 
did not differ substantially between experimental condi-
tions. See the Supplemental Material for details (Table 
S39), robustness analyses (Table S40), and figures under-
lining the consistency of the effects in the full data set 
(Figures S46-S49).

Participants.  For readability and space, I report below 
only the results of a preregistered replication study; see 
the Supplemental Material for a full reporting of the origi-
nal study (N = 466; results are consistent in direction and 
significance with the replication reported below except 
that some of the differences between the no-social-
rewards condition and the purely selfish and the purely 
altruistic control conditions did not reach statistical sig-
nificance in the less well-powered original study).

I recruited participants online using MTurk. A total 
of 1,813 people reached the attention-check question, 
and consistent with the preregistration I analyzed the 
data of all participants with unique IP addresses who 
did not fail the first attention check. This resulted in a 
final sample of 1,195 participants (Mage = 38.9 years, 
59% female).

Experiment 4: results

The results from Experiment 4, depicted in Figure 4, 
again replicate the main findings from Experiments 1, 
2a, 2b, and 3, and clarify how the prior explanation for 
the tainted-altruism effect (different counterfactuals) 
relates to social rewards protection theory. As predicted 
and preregistered, Alex was rated as less moral when 
she kept her selfish benefits to herself and thus could 
be seen as pretending to deserve social rewards for her 
behavior (in the social-rewards condition, M = 6.32, 
SEM = 0.15) than when she acts in a purely selfish way 
(purely selfish condition, M = 7.45, SEM = 0.11), t(398) = 
6.14, p < .001, d = 0.61, again replicating the classic 
tainted-altruism effect.

Also as predicted and preregistered, when Alex dis-
closes her selfish benefits (in the no-social-rewards 
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condition, M = 7.99, SEM = 0.11), then the tainted-
altruism effect goes away. Here it even reverses, and 
Alex is rated as more moral than in the purely selfish 

condition, t(394) = 3.64, p = .0003, d = 0.37. Further-
more, again as predicted and preregistered, adding the 
counterfactual reduced the tainted-altruism effect: If 

Moral Evaluations (Experiment 4)

Deceptiveness Judgments (Experiment 4)

Social
Rewards

No Social
Rewards

Social Rewards
Counterfactual

No Social
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Fig. 4.  Moral evaluations (a) and deceptiveness judgments (b) across experimental conditions in 
Experiment 4. Crossbars display means (±SEM); dots represent individual responses.
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Alex is seen as pretending to deserve social rewards 
for her prosocial behavior, by stressing the prosocial 
benefits to investors with prosocial preferences (social-
rewards condition: M = 6.32, SEM = 0.15), then people 
will compare this actor to a counterfactual actor with 
a prosocial motivation. In this situation, reminding 
people that the actor could have acted in a purely self-
ish way (social-rewards counterfactual condition: M = 
7.19, SEM = 0.13) increases moral evaluations, t(398) = 
4.40, p < .001, d = 0.44, conceptually replicating the 
(proximal) counterfactuals mechanisms proposed by 
Newman and Cain (2014). In contrast, when Alex is not 
seen as pretending to deserve social rewards (because 
she does not stress the prosocial consequences of the 
company’s new drug; no-social-rewards condition, M = 
7.99, SEM = 0.11), then people have no reason to com-
pare her with a prosocially motivated counterfactual 
actor. Consequently, reminding people of the purely 
selfish counterfactual (no-social-rewards counterfactual 
condition: M = 8.21, SEM = 0.09) has no significant 
effect, t(394) = 1.59, p = .11, d = 0.16, because people 
likely already have such a counterfactual in mind. 
Experiment 4 strongly supports the preregistered inter-
action hypothesis that the effect of the counterfactual 
is moderated by the actor being seen as pretending to 
deserve social rewards—interaction: F(1, 1189) = 8.79, 
p = .0031.

As in Experiment 1, participants also responded to 
several exploratory measures (for detailed analyses, fig-
ures, and regression tables, see the Supplemental Mate-
rial). The pattern of moral evaluations again extends to 
the measures of liking (Table S34b) and trusting (Table 
S36b), again underlining the generalizability of the 
results to these more practically relevant dimensions. 
The only difference emerged for the interaction between 
the presence of social rewards and of the selfish coun-
terfactual. To be specific, the presence of the counter-
factual seems to increase the like and trust ratings not 
just in the social-rewards conditions but also in the 
no-social-rewards conditions. This pattern of a signifi-
cant interaction on moral evaluations but nonsignificant 
interactions for like and trust ratings was consistent 
across the original study and the preregistered replica-
tion. Future research could explore this divergence. One 
might speculate that like and trust ratings could be more 
subjective than moral evaluations, leading participants 
to feel a stronger demand effect from the counterfactual 
manipulation, which then could have operated also in 
the no-social-rewards condition.

Moreover, as in Experiments 1, 2a, 2b, and 3, the 
results from the pattern of moral evaluations between 
the experimental conditions are robust toward includ-
ing the exploratory measures of the extent to which 
her actions were rated as selfish and altruistic as control 

variables. This supports the hypothesis that what drives 
the moral evaluations is whether Alex is seen as pre-
tending to deserve social rewards for her actions, rather 
than the selfishness or altruism of her actions alone.

When reading the scenarios of Experiment 4, partici-
pants likely formed beliefs about whether Alex’s success 
in acquiring the funding was influenced by her prosocial 
plan to distribute the drug for free to people who would 
need it but likely could not afford it. Similarly, they likely 
formed beliefs about the extent to which Alex’s investors 
cared about the social and financial consequences of 
their investments. Participants were asked explicitly 
about these three beliefs (see the Supplemental Material 
for the exact question wording, detailed analyses, fig-
ures, and regression tables), with the goal of ruling out 
the possibility that participants in the different experi-
mental conditions understood the scenario in different 
ways and thus formed different beliefs, and that these 
different beliefs (rather than the new social rewards 
protection theory) could explain the differences in 
moral evaluations between experimental conditions. All 
results are robust toward the inclusion of these variables 
as control variables (Table S38), successfully ruling out 
this potential alternative explanation.

Experiment 5

Extending this investigation, Experiment 5 moves from 
moral evaluations to downstream consequences such 
as trust, and from hypothetical scenarios to monetary 
stakes in an incentivized trust game.

Experiment 5: method

Design.  Instead of measuring and comparing the moral 
evaluation of prosocial actors who received or did not 
receive social rewards and who fully disclosed or did not 
disclose these rewards (as in Experiments 1–4), Experiment 
5 focuses on tangible downstream consequences. There-
fore, the main dependent measure in Experiment 5 is 
how much senders trust receivers, using a trust game 
(also known as a sender-receiver game). Specifically, 
senders received a budget of $0.30 and made a decision 
about how much, if any, of that money to send to receiv-
ers. The amount of money the senders sent was the main 
dependent variable, as it operationalizes how much the 
senders trust the receivers. This amount of money was tri-
pled, and the receivers decided how much of it to return. 
By putting financial stakes behind the trust decision, Exper-
iment 5 tested the predictions of the new theory on conse-
quential, fully incentivized decisions. Specifically, before 
senders decided how much they trusted receivers, they 
learned about the earlier behavior of the receivers (i.e., 
which type the receiver they were paired with resembles).
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To create different types of receivers that would 
represent different experimental conditions, receivers 
made a decision about a donation in a first step and 
then made a decision about a message to send to the 
senders in a second step. In the first step, receivers 
are given a bonus payment and offered the opportu-
nity to donate this bonus payment to a charity. If they 
decline (and thus decide to keep the money), some 
receivers are randomly assigned to be offered another 
(larger) bonus payment if they revise their initial deci-
sion and make the donation. This leads to three behav-
ioral types of receivers: donation decliners (those 
keep the initial bonus), donators (who donate the 
initial bonus right away), and selfish donators (who 
initially decline to donate, but donate after being 
offered the bonus).

In the second step, receivers were asked to select a 
message they wanted to send to the sender with whom 
they were paired. Donation decliners could choose 
between a simple message wishing the sender a nice 
day and a full-disclosure message mentioning that they 
declined to make the donation. Donators could choose 
between the same simple message and a message 
announcing that they had made a donation. Selfish 
donators could choose between the same donation-
announcement message and a full-disclosure message 
mentioning that they had made the donation to receive 
the bonus.

On the basis of their donation and message deci-
sions, receivers were assigned to be presented to send-
ers in one of the six following ways, which correspond 
to six experimental conditions for the senders:

1.	 Social rewards: Receivers are selfish donators 
who sent the donation announcement message.

2.	 No social rewards (full disclosure): Receivers are 
selfish donators who sent the full disclosure 
message.

3.	 Purely selfish: Receivers are donation decliners 
and sent the simple message wishing the sender 
a nice day.

4.	 Selfish (full disclosure): Receivers are donation 
decliners and sent the full disclosure message.

5.	 Purely altruistic: Receivers are donators who sent 
the donation-announcement message.

6.	 Baseline: No donation information about the 
receiver is given, and receivers send the simple 
message wishing the sender a nice day.

Procedure.  After reading the instructions to the sender-
receiver game, correctly responding to comprehension 
checks, and responding to a question measuring initial 
trust (how much of their $0.30 bonus they were willing 
to send to the receivers in the absence of any information 

about them), senders were randomly assigned to one of 
these six experimental conditions. Then they were 
informed about the donation decision and the message 
from the receiver, dependent on their assigned experi-
mental condition. They were then asked another set of 
comprehension checks about this information (see the 
Supplemental Material for the full text of the instructions 
and comprehension checks).

Measures.  The main dependent variable is how much 
the senders’ trust in the receivers changes on the basis of 
the donation information and the message. This measure 
is calculated by subtracting the baseline trust (i.e., the 
number of cents sent to the receivers in the absence of any 
information about them) from the informed trust (i.e., the 
number of cents sent to the receivers after being informed 
about the receivers’ donation decision and message).

Attention checks.  Two attention checks were randomly 
selected from two separate pools of attention checks. 
The first attention check was distributed across two 
pages. On the first page, participants were asked to 
answer the question on the following page by respond-
ing with one of six different possible responses (either 
given verbatim or indirectly; e.g., “the number of days in 
April”). The question on the second page asked for their 
favorite book, but referenced back to the first page. The 
second attention check asked participants to identify ele-
ments in a group of words that did not refer to animals in 
one case, or did not name American states in the other 
case (with false responses constructed out of elements of 
existing state names). Participants had to pass both atten-
tion checks to enter the survey. Participants who failed at 
least one attention check were asked to return the Human 
Intelligence Task on MTurk (N = 250).

Participants (senders).  A total of 1,536 people com-
pleted the survey in the sender role. Consistent with the 
preregistration, all data from participants with unique IP 
addresses (who did not fail one or both of the two atten-
tion checks; see above) was analyzed, resulting in a final 
sample of 1,522 participants (Mage = 40.6 years, 57% 
female). Senders’ sample size was preregistered at 200 per 
condition, but because of operational challenges with 
recruiting the corresponding receivers who could be 
assigned to some sender conditions (on the basis of their 
decisions), I had to recruit more senders (see the Supple-
mental Material for details).

Experiment 5: results

Figure 5 shows how much more or less money (out of 
a budget of $0.30) participants (senders) sent to others 
(receivers) about whom they obtained some 



Psychological Science XX(X)	 19

information (relative to how much money they sent to 
a receiver before they obtained this information). As 
predicted, and consistent with the preregistration, 
senders trusted receivers who donated only after being 
offered bonus money for doing so and who mentioned 
their donation in the message (in the social-rewards 
condition: M = −5.61, SEM = 0.74) less than receivers 
about whom they had no donation information (in the 
baseline condition: M = 1.11, SEM = 0.23), t(527) = 
−10.36, p < .0001, d = 0.93, and less than receivers who 
declined to make the donation (in the purely selfish 
condition: M = −4.63, SEM = 0.6), t(415) = −1.04, p = 
.3, d = 0.1. Although the latter difference (with the 
purely selfish condition) was not statistically signifi-
cant, equivalence testing showed that receivers in the 
social-rewards condition were trusted equally or less 
than receivers in the purely selfish condition, by ruling 
out that they were trusted more: A difference of one 
cent or more could be rejected (t = 2.093, p = .0185, 
using the two one-sided tests procedure). Taken 
together, these results replicate the classic tainted-
altruism effect: Receivers who made a donation but 
received selfish gains for doing so were trusted less 
than receivers about whom senders had no information 
(concerning their donation behavior), and as much as 
or less than receivers for whom the senders knew that 
they decided against making the donation. Outside of 
the lab, people rarely have information that allows 
them to place others on the spectrum ranging from 
actively deciding against an action with prosocial 

consequences to passively not thinking of taking such 
an action in the first place. The two comparisons (i.e., 
comparing the social-rewards condition with the purely 
selfish and baseline conditions) seem to capture a large 
part of this spectrum. The size of the tainted-altruism 
effect might therefore depend on situation-specific 
beliefs about the likelihood that others’ failure to 
engage in behavior causing prosocial consequences 
was driven by an active decision (purely selfish condi-
tion) or not (baseline condition).

The key prediction of social rewards protection  
theory—that fully disclosing the selfish gains removes 
the possibility that actors are seen as pretending to 
deserve social rewards for which they do not qualify—
receives strong support: Consistent with the preregistra-
tion, receivers who make a donation only after being 
offered bonus money for doing so are trusted more if 
they fully disclose their bonus (no-social-rewards full-
disclosure condition: M = −2.55, SEM = 0.63) than if they 
do not fully disclose it (social-rewards condition: M = 
−5.61, SEM = 0.74), t(398) = −3.13, p = .002, d = 0.31.

To test the possibility that full disclosure in itself 
causes the increase in trust, and that therefore this 
increase in trust does not stem from removing the pos-
sibility of being seen as pretending to deserve social 
rewards for which one does not qualify, a comparison 
between the trust in receivers who declined to donate 
(purely selfish condition: M = −4.63, SEM = 0.6) and 
receivers who declined to donate and fully disclosed 
their decision (selfish full-disclosure condition: M = −6.8, 
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SEM = 0.66) was preregistered. As predicted, in this case, 
full disclosure did not increase, but rather decreased, 
trust, t(431) = 2.44, p = .02, d = 0.23, ruling out the pos-
sibility that people simply receive a reputational boost 
from full disclosure itself and that such a boost drives 
the tainted-altruism effect. This preregistered interaction 
(selfish vs. social rewards × full disclosure), F(1, 1516) = 
23.02, p < .0001, strongly supports the key hypothesis 
that preventing people from being seen as deserving 
social rewards (through full disclosure) eliminates the 
tainted-altruism effect.

The purely altruistic condition was added to put the 
results in context. Moreover, in order to run the trust 
game without deception, there would of course be 
receivers who decide to donate, and, therefore, the cor-
responding senders would have to be recruited in any 
case. Given the strategic nature of the trust game about 
which both senders and receivers were informed first, it 
is perhaps unsurprising that compared to the baseline 
condition (in which senders were not informed about 
the donation opportunity in the first place: M = 1.11, 
SEM = 0.23), senders did not trust receivers more when 
they decided to donate (in the purely altruistic condition: 
M = 0.93, SEM = 0.32), t(687) = 0.45, p = .65, d = 0.03.

Discussion

Results from six experiments using personal and orga-
nizational contexts, as well as third-party evaluations 
and dyadic trust measured through incentivized games, 
support the proposed social rewards protection theory. 
Because people reserve social rewards for costly pro-
social behavior, they see actors who claim such rewards 
without incurring costs as deceptive, and they morally 
derogate them. In contrast, actors who receive other 
nonsocial rewards, such as emotional or self-concept 
rewards, are not punished. A priori, prosocial actors 
(including selfishly motivated ones) are seen as claim-
ing social rewards, yet when they clarify that they do 
not claim social rewards—for instance, by creating 
transparency about their behavior’s benefits and thus 
their likely motivation—they are no longer punished 
(but they are also not rewarded as much as actors who 
engage in costly prosocial behavior).

The new theory provides a functional, more ultimate 
explanation for the tainted-altruism effect; establishes 
under which circumstances it occurs; and clarifies that 
attributions of self-interest, and the potentially ensuing 
moral derogation, are not insurmountable obstacles to 
prosocial behavior. Absent this explanation, it may 
seem puzzling that people engage in prosocial behav-
ior, because prior research has shown that people tend 
to attribute self-interested motivations to almost any 
behavior (Miller, 1999)—including prosocial acts 
(Critcher & Dunning, 2011; Heyman et al., 2014)—and 

longstanding scholarly and philosophical traditions 
question whether acts of pure altruism even exist (Ben-
tham, 1789; Hobbes, 1651; Kant, 1785; Nietzsche, 1878; 
but see Batson, 2011).

The practical implications are straightforward: Pro-
social behavior does not bear any risk of derogation, as 
long as its motivation is transparent. There is also no 
quick fix for the likes of Dan Pallotta, and no easy way 
out of the nonprofit starvation cycle (Gregory & Howard, 
2009), as long as the same expenses—seen as necessary 
overhead by charities themselves—are perceived as self-
ish gains (to actors working at the charities) by potential 
donors (Gneezy et  al., 2014). This explains the great 
lengths to which leaders go to convince themselves and 
others that their (and their organizations’) prosocial 
behavior is authentic and not driven by ulterior motives 
(Gershon et al., 2020; Savary et al., 2020; Silver et al., 
2021; Wagner et al., 2009; Yoon et al., 2006).

Rather than being a psychological bias of donors, 
the tendency of seeing social rewards as reserved for 
actors engaging in costly prosocial behavior seems 
adaptive for promoting future prosocial behavior; it 
also seems aligned with evolutionary game theory 
models of altruism (see also Burum et al., 2020). In 
addition to reconciling the tainted-altruism effect 
with such models (and with the high prevalence of 
altruism in society), the proposed theory also builds 
on and bears potential for integrating related phe-
nomena. For instance, cooperators who are spontane-
ous ( Jordan et  al., 2016), emotion-driven (Levine 
et al., 2018), and ignore information about costs and 
benefits (Hoffman et  al., 2015) might be socially 
rewarded for signaling that they engage in prosocial 
behavior regardless of its costs, as they forgo calcu-
lated cost-benefit evaluations.

The reliance on U.S. MTurk workers and European 
lab participants might limit the generalizability of the 
present experiments. Consequently, an important future 
research direction is to investigate to what extent the 
presumption that prosocial actors are fishing for social 
rewards varies across cultures. In other cultures, pro-
social actors might not be seen as claiming social 
rewards unless they actively ask for them.

Conclusion

Questions about the nature of altruism are timeless, and 
often traverse the boundaries between academic disci-
plines. Not just scientists and philosophers, but also the 
public at large thinks about what motivates prosocial 
actors, and, in turn, makes decisions on how to treat 
such actors. How people make such decisions has long 
captured the attention of psychologists. They were 
quick to point out some counterintuitive peculiarities 
that make the existence of prosocial behavior almost 
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seem puzzling, such as the tainted altruism effect and 
overhead aversion. This paper develops an integrative 
theory that accounts for these counterintuitive pecu-
liarities, while reconciling them with longstanding 
research traditions—such as evolutionary game  
theory—as well as with the high prevalence of altruistic 
behavior in society. At its core, this integrative theory 
holds that selfish altruism becomes tainted because 
selfish altruists are seen as claiming social rewards that 
are reserved for pure altruists. Six experiments sup-
ported this theory, showing that selfish altruism is no 
longer tainted when selfish actors clarify that they are 
not claiming social rewards.
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