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 Little Trust in Dr. ChatGPT
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People trust medical advice less if they suspect that an artificial intelligence is involved in its creation.
This is the key finding of a study by psychologists from the University of Würzburg.

People used to ask Dr. Google if they wanted to know whether their symptoms indicate a mild stomach upset or terminal
cancer; today, they are increasingly turning to ChatGPT. As a result, doctors are complaining about patients who come
into their consulting rooms with ready-made diagnoses from the internet and are difficult to convince that they are not
seriously ill.

In fact, trust in the medical competence of artificial intelligence (AI) is nowhere near as pronounced as it seems. At least
that is the result of a new study that has now been published in the journal Nature Medicine.

A Pronounced Distrust toward AI

The study shows that people rate medical advice as less reliable and empathetic whenever an AI was believed to be
involved. This was the case even when the study participants could assume that a doctor had made these
recommendations with the help of an AI. Consequently, respondents were also less willing to follow AI-supported
recommendations compared to advice based solely on medical expertise of human doctors.

Moritz Reis and Professor Wilfried Kunde from the Chair of Psychology III at Julius-Maximilians-Universität (JMU) are
responsible for this study, which was conducted in collaboration with Florian Reis from Pfizer Pharma GmbH.

"The setting of our study is based on a digital health platform where information on medical issues can be obtained - in
other words, a setting that will become increasingly relevant with increasing digitalization," the authors describe their
approach.

No Differences in Comprehensibility

As part of the study, more than 2,000 participants received identical medical advice and were asked to evaluate it for
reliability, comprehensibility and empathy. The only difference: while one group was told that this advice came from a
doctor, the second group was told that an AI-supported chatbot was responsible. The third group was led to believe
that a doctor had made the recommendation with the help of an AI.

The results are clear: people trust medical recommendations less if they suspect that AI is involved. This also applies if
they believe that medical staff contributed to advice generation. Advice labelled as human-generated also scored better
than the two AI variants in the "empathy" category. Only in terms of comprehensibility there were hardly any
differences between the three groups. Apparently, people have no reservations about the technology from this point of
view.
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Trust is Important for Successful Treatment

"This is an important finding, as trust in medical diagnoses and therapy recommendations is known to be a very
important factor for the success of the treatment," the authors of the study say. These findings are particularly
important against the backdrop of a possible reduction in bureaucracy and relief for doctors' day-to-day work through
cooperation with AI. In their opinion, the study therefore represents a starting point for detailed research into the
conditions under which AI can be used in diagnostics and therapy without jeopardizing patients’ trust and cooperation.
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