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Abstract

Background. The Personalized Advantage Index (PAI) shows promise as a method for
identifying the most effective treatment for individual patients. Previous studies have
demonstrated its utility in retrospective evaluations across various settings. In this study,
we explored the effect of different methodological choices in predictive modelling underlying
the PAI.
Methods. Our approach involved a two-step procedure. First, we conducted a review of prior
studies utilizing the PAI, evaluating each study using the Prediction model study Risk Of Bias
Assessment Tool (PROBAST). We specifically assessed whether the studies adhered to two
standards of predictive modeling: refraining from using leave-one-out cross-validation
(LOO CV) and preventing data leakage. Second, we examined the impact of deviating from
these methodological standards in real data. We employed both a traditional approach violat-
ing these standards and an advanced approach implementing them in two large-scale datasets,
PANIC-net (n = 261) and Protect-AD (n = 614).
Results. The PROBAST-rating revealed a substantial risk of bias across studies, primarily due
to inappropriate methodological choices. Most studies did not adhere to the examined predic-
tion modeling standards, employing LOO CV and allowing data leakage. The comparison
between the traditional and advanced approach revealed that ignoring these standards
could systematically overestimate the utility of the PAI.
Conclusion. Our study cautions that violating standards in predictive modeling may strongly
influence the evaluation of the PAI’s utility, possibly leading to false positive results. To sup-
port an unbiased evaluation, crucial for potential clinical application, we provide a low-bias,
openly accessible, and meticulously annotated script implementing the PAI.

Introduction

A wide range of effective treatments exists for most mental disorders, encompassing various
forms of psychotherapy, pharmacotherapy, and neuromodulation. Despite each of these treat-
ments exhibiting medium to large effect sizes on average (e.g. Brunoni et al., 2017; Carpenter
et al., 2018; Cipriani et al., 2018; Cuijpers et al., 2023), there is a considerable heterogeneity in
treatment effects. This heterogeneity is most evident in substantial proportions of patients
showing non-response across different treatment types and disorders (e.g. Fitzgerald, 2020;
Loerinc et al., 2015; Papakostas & Fava, 2009). Additionally, direct evidence of heterogeneity
in treatment effects has been observed in various mental disorders for both pharmacotherapy
and psychotherapy (e.g. see Herzog & Kaiser, 2022; Kaiser et al., 2020; Plöderl & Hengartner,
2019). Following the concept of precision mental health care, the considerable heterogeneity in
treatment effects demands individually tailored treatment selection strategies based on empir-
ical evidence for patient stratification. Therefore, recent endeavors have been directed towards
creating methods for personalized treatment selection. The Personalized Advantage Index
(PAI), introduced by DeRubeis et al. (2014), is one such method for identifying the most
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suitable treatment for an individual patient. The PAI is a single
score indicating the more promising treatment option for an indi-
vidual patient by comparing the expected post-treatment severity
under each treatment. These predictions of post-treatment sever-
ity rely on predictive models predominantly utilizing sociodemo-
graphic and clinical predictor variables.

To date, several studies have evaluated the PAI retrospectively,
examining whether the PAI would have been useful to guide treat-
ment selection. This has been done by comparing the post-
treatment severity of patients who received their optimal treat-
ment (according to the PAI) with those of patients who received
their nonoptimal treatment. However, inappropriate analytical
choices which might bias the studies’ results are common in pre-
dictive modelling (e.g. Meehan et al., 2022; Meinke, Lueken,
Walter, & Hilbert, 2024), which serves as the foundation of the
PAI. Therefore, we examined the validity of the predictive model-
ling approaches employed and their impact on the evaluation of
the PAI.

We adopted a two-step methodology. In the first step, we con-
ducted a systematic review to provide an overview of prior studies
using the PAI. Each study was evaluated using the Prediction
model study Risk Of Bias Assessment Tool (PROBAST), with a
specific focus on adherence to two predictive modeling standards:
refraining from leave-one-out cross-validation (LOO CV) and
preventing data leakage. Both standards get relevant during
internal cross-validation (CV), where a dataset is split into train-
ing and test set. LOO CV involves leaving one subject out as the
test set while using the remaining subjects for training, repeating
this process for each subject. It should be avoided as it is a less
precise estimator of the model performance on unseen data com-
pared to other CV-schemes (Varoquaux, 2018). Data leakage
occurs when test set data are utilized for training, leading to an
overestimation of model performance since this data would not
be available in a real-world scenario.

Altogether, our expectation was that the PAI would prove
beneficial in most studies, showing a small effect size for patients
who received their predicted optimal treatment compared to those
receiving their nonoptimal treatment (hypothesis 1). In terms of
risk of bias, we anticipated that most studies would exhibit a high
risk of bias according to PROBAST and a medium risk of bias
concerning the applied CV-scheme and the occurrence of data
leakage (hypothesis 2). Additionally, considering the impact of
these two critical methodological characteristics on model per-
formance (Moons et al., 2019; Varoquaux, 2018), we hypothesized
that the effect size would increase as bias increases (hypothesis 3).

Subsequently, in the 2nd step, we explored the impact of
adhering to the two standards described above in two original
datasets. We employed both a traditional approach lacking these
standards and an advanced approach implementing them. This
analysis was carried out separately in two large-scale multicentric
randomized controlled trials focusing on anxiety disorders
(PANIC-net, Protect-AD). For both datasets, we expected to
observe a higher effect of the PAI in the traditional approach
compared to the advanced, less biased approach (hypothesis 4).
For the advanced approach, we expected a significant but rela-
tively small effect, as the treatment options were quite similar in
both datasets. In such cases, the PAI’s utility is expected to be
lower (DeRubeis et al., 2014) but likely still present, as demon-
strated in previous studies on similar treatment options
(Bruijniks et al., 2022; Friedl, Berger, Krieger, Caspar, &
Holtforth, 2020a). In addition, we expected that the effect of the
PAI will increase when using a Random Forest Regressor, which

is a more sophisticated algorithm compared to the originally
applied ridge regression (hypothesis 5).

Systematic review

Methods

Search strategy and study selection
Our systematic review was preregistered in PROSPERO
(CRD42022361290). The databases Scopus, PubMed and
psycArticles were searched on August 1, 2024, using the search
term ‘personalized advantage index’. Reference lists were checked
for additional relevant literature. Given the relatively small num-
ber of studies found, we submitted all findings to a full-text review
(KH & CM). The following inclusion criteria were applied: (1)
comparison of at least two treatment alternatives, (2) calculation
of the PAI for these treatment alternatives, (3) evaluation of the
PAI by comparing post-treatment severity values between patients
who received their optimal v. nonoptimal treatment according to
PAI recommendation, (4) empirical study with original data, (5)
publication in a peer-reviewed journal. In (3), we focused on stud-
ies comparing post-treatment severity values to ensure compar-
ability of effect sizes. Studies that did not meet these criteria or
lacked sufficient information for judgement were excluded. In
the case of disagreement about study inclusion, there was a dis-
cussion until consensus was reached. Despite our interest in the
application of the PAI in mental disorders, we did not set any
inclusion criteria regarding health conditions, as our focus was
primarily on the PAI’s methodological implementation.

Data extraction
As main outcome variables of interest, we extracted the mean
PAI, the mean post-treatment severity difference between patients
who received their PAI-indicated optimal v. nonoptimal treat-
ment, and Cohen’s d for this difference – both for the complete
sample and a subsample of patients with the largest PAIs (e.g.
top 50%, exact subsample definition depending on the original
study). Additionally, we extracted authors and year of the study,
sample size, diagnosis and treatment options, post-treatment
severity measure, type of feature selection approach, type of out-
come prediction approach, CV-scheme, and most relevant fea-
tures (KH & CM).

Risk of bias assessment
We assessed risk of bias using PROBAST (Moons et al., 2019)
which has been developed specifically for predictive modeling
and has been applied in comparable studies (Navarro et al.,
2021; Vieira, Liang, Guiomar, & Mechelli, 2022). Again, the rating
was performed by two authors (CM & KH), with discrepancies
resolved through discussion. PROBAST comprises 20 signaling
questions, rated with yes, no, or no information, designed to
evaluate bias in total and across four domains: participants, pre-
dictors, outcome, and analysis. In line with the PROBAST guide-
lines, we tailored the rating by adding two additional questions:
4.8.1 ‘What is the extent of risk of bias introduced by the cross-
validation procedure?’ (CV-scheme), 4.8.2 ‘What is the extent of
risk of bias introduced by (not) integrating preprocessing steps
into the CV? (data leakage)’. While question 4.8 rates the risk
of bias introduced by not accounting for overfitting, our add-
itional questions addressed the risk of bias from two specific
sources. Moreover, we evaluated these questions on a more fine-
grained 3-step scale ranging from low over moderate to high risk
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of bias. For instance, risk of bias introduced by data leakage (ques-
tion 4.8.2) was rated as low risk of bias if all pipeline step were
performed within CV, as medium if imputation and or scaling
occurred outside CV, and as high if feature selection was done
outside CV (see Table A1 in the supplement for more details).

Risk of bias and its relation to Cohen’s d
We aimed to assess whether Cohen’s d increases with the risk of
bias introduced from the two procedures specifically assessed:
CV-scheme and data leakage. As the number of subanalyses
reporting Cohen’s d in total (n = 21) and per group (e.g. 3 ana-
lyses with a medium bias rating regarding data leakage) was too
low to conduct a statistical analysis such as an ANOVA, we
decided to explore the association descriptively, comparing the
mean and the distribution of effect sizes between levels of bias
visually.

Results

Study characteristics and Cohen’s d
We initially found 38 articles. After eliminating duplicates and
adding studies from reference lists, a remainder of 36 articles
was reviewed (see Fig. 1 for the PRISMA flow diagram).
The final sample consisted of 19 articles with 25 analyses and
n = 5699 patients. Table 1 provides an overview of the extracted
outcomes and study characteristics. Overall, the PAI was most
frequently calculated for patients with mental disorders, with
only one study addressing patients with bodily constraints
(urinary contingency, Loohuis et al., 2022). Most patients with
mental disorders suffered from unipolar depressive disorder or
depressive symptoms (10/19). Treatment options compared
were primarily different types of psychotherapy or interventions,
with cognitive behavioral therapy (CBT) as the most frequent type
(Ahuvia, Mullarkey, Sung, Fox, & Schleider, 2023; Cohen, Kim,
Van, Dekker, & Driessen, 2020; Deisenhofer et al., 2018;
Hautmann et al., 2023; Huibers et al., 2015; Keefe et al., 2021;

Lopez-Gomez et al., 2019; Schwartz et al., 2021; van Bronswijk
et al., 2021). Furthermore, some studies compared variations of
the same type of psychotherapy, differing in session frequency,
thematic focus, or the integration of online treatment elements
(Bremer et al., 2023; Bruijniks et al., 2022; Friedl et al., 2020a,
2020b; Held et al., 2023; Hoeboer et al., 2021; Senger et al.,
2021), while others compared antidepressants to CBT or placebo
(DeRubeis et al., 2014; Webb et al., 2019). Not all examined
papers provided effect sizes quantifying the potential benefits of
patients who received their PAI-indicated treatment. Those who
did most often reported small (14/21 analyses) to medium
(4/21 analyses) effect sizes, with a mean of Cohen’s d = 0.32
and a range between 0.09–0.57. This was in accordance with
hypothesis 1. For most studies, effect sizes were considerably
larger in patients with high PAIs compared to the entire sample
(see Fig. 2a).

Risk of bias and its relation to Cohen’s d
As anticipated in hypothesis 2, all reviewed analyses exhibited a
high overall risk of bias. The specific rating (Table B1) and a visual
depiction (Fig. B1) can be found in supplement B. The high over-
all risk of bias was mainly based on a wide range of inappropriate
choices in the analysis domain. First, most analyses had an insuf-
ficient sample size (20/25; question 4.1). Second, many analyses
(14/25) dealt with missing values in an inappropriate way, for
instance, imputing missing post-treatment severity values based
on baseline data (11/25), thereby introducing label noise. More
appropriate methods involve utilizing the last observation of
symptom severity or, in its absence, excluding patients with miss-
ing outcome values. Third, many studies did not sufficiently
account for model overfitting (4.8), using strongly biased
CV-schemes (4.8.1) and/or allowing data leakage (4.8.2).
Moreover, as anticipated in hypothesis 3, the descriptive analysis
suggested that the effect size – indicating the potential utility of
the PAI – diminishes as the risk of bias decreases, whether due
to the CV-scheme or data leakage (see Fig. 2b).

Figure 1. PRISMA-Flowchart.
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Table 1. Study characteristics

First Author, Year Sample size
Diagnosis/Target

Group Treatment options
Post-treatment
severity measure Type of feature selection approach

Type of outcome
prediction
approach CV

Mean absolute
PAI

Mean diff in
post-treatment
severity (optimal
v. nonoptimal) Cohen’s d

Ahuvia et al.
(2023)

996 adolescents with
depressive
symptoms

single session
intervention: Project
Personality v. Action
Brings Change Project

CDI-2-SF none, but varying feature sets linear regression,
regularized linear
regression,
random forest,
k-nearest neighbor
model

holdout-set 0.16 0.06

Bremer et al.
(2023)

105 PTSD related to
childhood abuse

STAIR-EMDR v. EMDR CAPS-5 (random forest recursive
partitioning OR Elastic Net) AND
subsequent bootstrapped
backward elimination

linear regression 10-fold 3.1 0.25

Bruijniks et al.
(2022)

200 depression weekly v.
twice-weekly CBT or
IPT

BDI-II random forest recursive
partitioning (‘mobforest’) and
subsequent bootstrapped
backward elimination
(‘bootstepAIC’)

linear regression 5-fold 4.93 0.37

Cohen et al.
(2020)

167 depression CBT v. PDT HAM-D (random forest recursive
partitioning (‘mobforest’) OR
Elastic Net Regularized Regression
(‘glmnet’) OR Bayesian Additive
Regression Trees (‘bartMachine’))
AND subsequent bootstrapped
backward elimination
(‘bootstepAIC’)

linear regression 1000 * 10-fold 1.6 0.21

Deisenhofer
et al. (2018)

225 PTSD Tf-Cbt v. EMDR PHQ-9 Genetic Algorithm (‘glmulti’) linear regression leave-one-out 2.49 3.03 0.4

DeRubeis et al.
(2014)

154 depression Paroxetine v. CBT HRSD previous analyses on the same
sample

generalized linear
regression

leave-one-out 4.2 1.78 0.28

Friedl et al.
(2020a)

123 depression CBT v. CBT-EE BDI-II Bayesian Model Averaging linear regression leave-one-out 1.35

Friedl et al.
(2020b)

245 depression blended treatment v.
TAU

PHQ-9 Bayesian Model Averaging linear regression leave-one-out 2.33

Hautmann et al.
(2023)

110 parents of
children with
ADHD/ODD

self-help parent
training: behavioural
v. nondirective

FBB-ADHS,
FBB-SSV

single moderator analyses and
subsequent multiple moderator
analyses

linear regression,
regularized linear
regression,
random forest,
k-nearest neighbor
model

none ADHD: 0.35; ODD:
0.54

Held et al. (2023) 747 veterans with
PTSD

3-week v. 2-week
intensive PTSD
program

PCL-5 random forest recursive
partitioning

linear regression leave-one-out 2.65 2.29 0.13

Hoeboer et al.
(2021)

149 PTSD PE & iPE v. STAIR CAPS-5, PCL-5 random forest iterative
comparison with random probes
(‘Boruta’) and subsequent
bootstrapped backward
elimination (‘bootstepAIC’)

linear regression leave-one-out CAPS-5: 4.02;
PCL-5: 4.69

CAPS-5: 0.55;
PCL-5: 0.47

Huibers et al.
(2015)

134 depression CT v. IPT BDI-II domain-wise hierarchical multiple
linear regressions

linear regression leave-one-out 8.9 6 0.51
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Keefe et al.
(2021)

156 borderline
personality
disorder

DBT v. GPM GSI SQL random forest recursive
partitioning (‘mobforest’) and
subsequent bootstrapped
backward selection (‘bootstepAIC’)

linear regression (1000 *)
10-fold

initial model
(feature
selection

outside CV):
0.36; less biased
model (feature
selection inside

CV): 0.22

Loohuis et al.
(2022)

262 urinary
incontinence

App-based treatment
v. care as usual

UISF initial selection based on previous
studies and sufficent variability;
stepwise, backward elimination in
multiple linear regressions

linear regression 5-fold 0.99 1.19

Lopez-Gomez
et al. (2019)

128 depression Group-based IPPI-D v.
Group-based CBT

BDI-II random forest recursive
partitioning (‘mobforest’) and
Elastic Net

linear regression 10-fold 2.3 0.24

Schwartz et al.
(2021)

1379 transdiagnostic CBT v.
Psychodynamic
therapy

BSI–GSI random forest recursive
partitioning (‘mobforest’) and
subsequent bootstrapped
backward elimination
(‘bootstepAIC’)

linear regression holdout-set 3.6%* 0.09

Senger et al.
(2021)

203 persistent
somatic
symptoms

CBT v. Encert SOMS-7 T random forest recursive
partitioning (‘mobforest’) and
Elastic Net Regularized Regression
(‘glmnet’)

regression leave-one-out 5 4.11 0.278

van Bronswijk
et al. (2021);
subanalysis
STEPd

STEPd: 151,
FreqMesh:
200, both:
351

depression CT v. IPT BDI-II random forest recursive
partitioning (‘mobforest’) and
subsequent bootstrapped
backward elimination
(‘bootstepAIC’)

Elastic Net 5-fold,
out-of-sample

STEPd: 6.53;
FreqMech: 2.81;

STEPd to
FreqMech: 2.1;
FreqMech to
STEPd: 3.25

STEPd: 0.57; FreqMech:
0.2; STEPd to
FreqMech: 0.16;

FreqMech to STEPd:
0.27

Webb (2019) 216 depression Sertraline v. Placebo HRSD (random forest recursive
partitioning (‘mobforest’) OR
Elastic Net Regularized Regression
(‘glmnet’) OR Bayesian Additive
Regression Trees (‘bartMachine’))
AND subsequent bootstrapped
backward elimination
(‘bootstepAIC’)

regression 1000 * 10-fold 3.4 1.99 0.29

Abbreviations diagnosis: ADHD, attention-deficit/hyperactivity; ODD, oppositional defiant disorder; PTSD, post-traumatic stress disorder; Abbreviations treatment options: Blended-treatment = Face2Face CBT with internet-based CBT elements, CBT,
Cognitive Behavioral Therapy; CBT – EE, Cognitive Behavioral Therapy with integrated exposure and emotion-focused elements; CFD, Person-centered counselling for depression; CT, Cognitive Therapy; DBT, dialectical behavior therapy; EMDR, Eye
movement desensitization and reprocessing; Encert, CBT enriched with emotion regulation training; GPM, general psychiatric management; iPE, intensified Prolongued Exposure; IPPI-D, Integrative Positive Psychological Intervention for Depression;
IPT, Interpersonal Psychotherapy; PDT, Psychodynamic Therapy; PE, Prolongued Exposure; STAIR, skills training; TAU, eatment as usual; tf-CBT, Trauma-focused Cognitive Behavioral Therapy; Abbreviations severity measures: BDI-II, Beck Depression
Inventory II; BSI-GSI, Brief Symptom Inventory Global Severity Index; CAPS-5, Clinician-Administered PTSD Scale for DSM-5; CDI-2-SF, Children’s Depression Inventory 2nd Edition Short Form; FBB-ADHS, Fremdbeurteilungsbogen für
Aufmerksamkeitsdefizit-/Hyperaktivitätsstörung [rating scale for ADHD]; FBB-SSV, Fremdbeurteilungsbogen für Störungen des Sozialverhaltens [rating scale for ODD]; HAM-D, Hamilton Rating Scale for Depression; HRSD, Hamilton Rating Scale for
Depression; PCL-5, PTSD checklist for DSM-5; PHQ-9, Patient Health Questionnaire 9; SOMS-7T, Screening for Somatoform Disorders-7T; UISF, Urinary Incontinence Short Form.
Note: Please note that the mean absolute PAI and the mean difference in post-treatment severity needs to be interpreted considering the study-specific severity measure. * = This study did not focus on raw severity but on reduction in severity from pre-
to post-treatment in %.
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Interim discussion

With a mean Cohen’s d of 0.32, the systematic review indicates
that the PAI might be a useful tool for treatment selection across
many settings. However, a more thorough exploration of the
methodological approaches using PROBAST revealed that all
studies suffered from a high risk of bias. Furthermore, a more
comprehensive examination of two characteristics that commonly
contribute to significant bias, namely the employed CV-scheme
and the occurrence of data leakage, suggests a potential associ-
ation with the magnitude of Cohen’s d. To explore the impact
of these two characteristics further, we compared a traditional
approach, suffering from these two characteristics, and an
advanced approach, free from these pitfalls, in the subsequent
empirical investigation.

Empirical study

Methods

Datasets
We analyzed data from two German multicenter randomized
controlled trials focusing on anxiety disorders (PANIC-Net and
Protect-AD). In PANIC-Net, patients with a diagnosis of panic
disorder with agoraphobia received exposure-based CBT and
were randomized to three treatment conditions: (i) therapist-
guided exposure, (ii) self-guided exposure without therapist guid-
ance, and (iii) wait-list control group. Both active treatment con-
ditions exclusively differed in the way of performing the five
exposure sessions integral to the therapy. In the therapist-guided
exposures condition, patients completed one exposure with the
therapist and were then asked to perform two additional expo-
sures independently before the subsequent session. In contrast,
patients in the therapist-unguided exposure condition conducted
all exposures independently after thorough preparation by their
therapist. In both active treatment conditions, patients improved
significantly from pre to post with large effect sizes in terms of

all primary outcomes, including the Hamilton Anxiety Rating
Scale (HAM-A), which we will focus on here for comparability
with Protect-AD. Full details on the trial and main results can
be found elsewhere (Gloster et al., 2011). In Protect-AD, patients
with a primary diagnosis of panic disorder, agoraphobia, social
anxiety disorder, or multiple specific phobias received exposure-
based CBT and were randomized to two treatment conditions:
(i) temporally intensified exposure with six sessions delivered
within 2 weeks, and (ii) standard non-intensified exposure with
the same amount of exposure delivered as one session per week.
Again, both treatment conditions were similar regarding all
other treatment characteristics. Similar to PANIC-Net, patients
in both treatment conditions showed substantial improvements
with large effect sizes in the HAM-A, which was the primary out-
come. Full details on the trial and main results can be found else-
where (Heinig et al., 2017; Pittig et al., 2021).

Patients
In PANIC-net, data from the waiting-list condition were omitted.
For both datasets, only patients with the primary outcome meas-
ure available at post-treatment were included in our analysis. This
included patients who completed the treatment until post-
assessment as well as those who underwent the post-assessment
despite premature dropout, were included. This resulted in a
final sample of n = 261 patients for PANIC-Net (n = 119 therap-
ist-unguided and n = 142 therapist-guided) and n = 614 patients
for Protect-AD (n = 307 intensified and n = 307 non- intensified).

Predictor and outcome variables
In both datasets, the PAI relied on post-treatment symptom sever-
ity as evaluated with the HAM-A and assessed through the
Structured Interview Guide for the Hamilton Anxiety Scale
(SIGH-A; Shear et al., 2001). Sociodemographic, diagnostic and
clinical questionnaire data available at pre-treatment were used
as predictor variables, including, for example, age, sex, HAM-A
baseline severity, the clinical global impression scale (CGI;

Figure 2. Cohen’s d in relation to sample and risk of bias.
Note: Only analyses that reported Cohen’s d for the difference in post-treatment symptom severity between patients who received their optimal v. nonoptimal
treatment are depicted (n = 21). a: The vertical lines represent the mean Cohen’s d per group (entire sample v. subsample). b: The horizontal lines represent
the mean Cohen’s d per each level of risk of bias.
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Busner & Targum, 2007), and the brief symptom inventory (BSI;
Derogatis, 1993) with its global indices and subscales. Variables
were overlapping between both datasets to a considerable degree
but were not completely similar. All initially included variables
and their sample statistics are available in Supplement C.

Machine-learning pipelines
We employed two different machine-learning approaches: a trad-
itional approach which was very similar to early PAI implementa-
tions such as in DeRubeis et al. (2014) and Huibers et al. (2015),
and an advanced approach which was based on more recent imple-
mentations (compare Schwartz et al., 2021) and was characterized
by refraining from LOO CV and avoiding data leakage. A visualiza-
tion of both approaches is presented in Fig. 3. Both approaches
were separately applied on PANIC-Net and Protect-AD. They con-
sisted in similar and partially equal steps but differed in the general
architecture of their pipelines. In the traditional approach, all pre-
processing steps, including dealing with missing values, excluding
and selecting features, were performed on the entire dataset.
Only afterwards, the dataset was split into training and test set
within LOO CV. Thus, the procedure introduced data leakage as
information from the test set was utilized to train the model. In
the advanced approach, data leakage was avoided by conducting
these steps only on the training set. Moreover, a 5-fold CV with
100 repetitions was employed, being more robust than the LOO
CV used in the traditional approach (Varoquaux, 2018). The
second key distinction was the way of generating predictions of
symptom severity for the two treatment options. In the traditional
approach, a single model was employed to predict outcomes for
both treatment options by incorporating predictor × treatment
interaction terms as independent variables in a linear regression.
To predict outcomes for both treatment options, two distinct data-
sets were utilized, differing in the treatment as predictor variable
and treatment-specific interaction terms. In the advanced
approach, a distinct model was trained for each treatment, after
having separately employed feature selection. Thus, predictions

for each treatment option could easily be generated using these
two models.

Dealing with missing values
The procedure was the same for both approaches. Initially, fea-
tures with more than 30% missing values were excluded.
Subsequently, missing data in binary and categorical features
were imputed with their mode. Categorical features were then
one-hot encoded and the resulting binary features were recoded
to 0.5 and −0.5. Following this, missing values in dimensional fea-
tures were imputed using Multivariate Imputation by Chained
Equations (MICE; van Buuren & Groothuis-Oudshoorn, 2011).

Feature exclusion
The initial feature exclusion, taking place after dealing with miss-
ing values, was the same for both approaches. First, features with
no variance and binary features with less than 10% percent of
patients in one category were excluded. Then, the similarity
between features was examined, calculating Pearson correlation
and Jaccard similarity for dimensional and binary features,
respectively. If two or multiple features had a correlation/similar-
ity > 0.75, the one showing the highest mean correlation/similarity
with the rest of the features was removed. The procedure was
repeated until no correlation/similarity > 0.75 was observed.

Feature selection
Besides the embedding in the machine-learning pipeline, the
approaches differed in the type of feature selection. In the trad-
itional approach, a stepwise feature selection, similar to the one
reported in Huibers et al. (2015) was employed on the whole data-
set, consisting of three rounds of building a linear regression
model. In each round, only those predictors whose beta coeffi-
cient p values underscored a certain threshold were kept and
given to the next round, thereby iteratively reducing the number
of predictors. The threshold applied from the first to the third
round were 0.2, 0.1, 0.05. In the advanced approach, feature

Figure 3. Graphical depiction of the traditional and the advanced approach.
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selection was implemented with Elastic Net (Zou & Hastie, 2005),
which is a penalized linear regression.

PAI calculation and evaluation
The PAI is commonly computed based on the predictions of post-
treatment severity for both treatment options compared. More
specifically, here, the PAI was calculated as the prediction for
the treatment factually received (factual prediction) minus the
prediction for the treatment factually not received (counterfactual
prediction; PAI = factual prediction – counterfactual prediction,
DeRubeis et al., 2014; Huibers et al., 2015). Using this formula,
a positive PAI indicated that a patient had received their nonop-
timal treatment, as the predicted post-treatment severity was
lower in the counterfactual treatment. In contrast, a negative
PAI indicated that a patient had received their optimal treatment.

To evaluate whether the PAI would have been useful to guide
treatment selection, we tested whether post-treatment severity
scores of patients who received their optimal treatment were smal-
ler than those of patients who received their nonoptimal treat-
ment (DeRubeis et al., 2014; Huibers et al., 2015), using an
independent one-sided t test. Cohen’s d for the difference in
mean severity was calculated. Moreover, similar to previous PAI
analyses, this analysis was performed both for the entire sample
and for the 50% of patients with the largest absolute PAI
(Delgadillo & Duhne, 2020; DeRubeis et al., 2014; Huibers
et al., 2015; Schwartz et al., 2021; van Bronswijk et al., 2021). In
addition, to evaluate the validity of the prediction models under-
lying the PAI, correlations, mean absolute error (MAE) and root
mean square error (RMSE) were calculated.

Further exploratory analyses
Given the lack of a notable difference between patients receiving
their optimal v. nonoptimal treatment in the advanced approach,
we conducted two further exploratory analyses. In exploratory
analysis I, we used a Random Forest (Breiman, 2001) regressor
instead of ridge regression to predict post-treatment severity.
This approach was driven by Random Forests’ ability to handle
non-linear associations between predictor and outcome variables
and their strength with tabular data (Grinsztajn, Oyallon, &
Varoquaux, 2022). In exploratory analysis II, we used two compos-
ite scores as treatment outcomes instead of relying solely on the
HAM-A: (1) a symptom index, based on HAM-A, CGI, DSM-5
Cross-D (Lebeau et al., 2012), and a symptom severity question-
naire score depending on the primary diagnosis, and (2) a func-
tioning index based on the World Health Organization Disability
Schedule (WHODAS 2.0; Üstün, Kostanjsek, Chatterji, & Rehm,
2010), the EuroQOL five-dimensional measure of health status
(EQ-5D; Rabin & de Charro, 2001) and the global assessment of
functioning (GAF; APA & Association, 2013). This approach was
motivated by the assumption that a composite score could more
accurately reflect treatment outcomes, as well as by prior studies
that have utilized similar metrics (e.g. Pittig et al., 2023).
Exploratory analysis II was restricted to Protect-AD, as the neces-
sary variables had not been assessed in PANIC-net. Supplement
D provides further details on the hyperparameters used in the ran-
dom forest regressor and the calculation of the composite scores.

In addition, we conducted a further analysis to ensure that the
different results of the traditional and advanced approach were
truly due to the targeted methodological choices (LOO CV and
data leakage) and not to other differences implemented, such as
the choice of feature selector technique (stepwise linear regression
v. elastic net). To address this, we implemented an extra pipeline,

referred to as the ‘mixed approach’, which followed all the steps of
the traditional approach but replaced LOO CV with 100 * 5-fold
CV and avoided data leakage.

Results

Relevant metrics to evaluate the PAI`s utility and the performance
of underlying models are reported in Table 2. In the traditional
approach, patients receiving their optimal treatment had a signifi-
cantly lower post-treatment severity than patients receiving their
nonoptimal treatment, with a Cohen’s d of a small to medium
effect (PANIC-net: 0.41, Protect-AD: 0.25). However, this differ-
ence was not evident in the advanced approach. A Welch t test,
chosen for its robustness against violations of equal variance
assumptions (Rasch, Kubinger, & Moder, 2011) occurring in cer-
tain repetitions and approaches, yielded identical results.

Notably, no discernible group differences emerged even after
implementing several modifications to the advanced approach.
These adjustments included employing a random forest regressor,
optimizing hyperparameters, and employing composite scores of
severity and functioning as alternative outcome measures. This
was also true when focusing solely on the top 50% of patients
with the largest absolute PAI (see Supplement E). The results for
the mixed approach, which differed from the traditional approach
only in the type of CV and the avoidance of data leakage, were simi-
lar to those of the advanced approach (see Supplement F).
Regarding model performance, the traditional approach outper-
formed the advanced approach descriptively across several metrics,
as expected given the occurrence of data leakage.

Interim discussion

In both datasets, the traditional approach, characterized by a high
risk of bias, exhibited a notable difference between patients receiv-
ing optimal and nonoptimal treatments. This difference was not
observed in the advanced approach and its various modifications
or when modifying the traditional approach only in terms of CV
and data leakage (‘mixed approach’). This pattern suggests that
LOO CV and data leakage might indeed produce false positive
results, corroborating the results of our systematic review.

General discussion

One crucial step towards precision mental healthcare is an
evidence-based patient stratification for treatment. The PAI is
an increasingly used method to identify the most promising treat-
ment among various options for individual patients. Here, we
examined the impact of critical methodological choices when cal-
culating the PAI, conducting both a systematic review and empir-
ical investigations on data from two large-scale multicenter
clinical trials. Our review raised awareness that most previous
studies employing the PAI did not follow current predictive mod-
elling standards such as refraining from LOO CV and preventing
data leakage, amplifying the risk of bias. Furthermore, our empir-
ical investigations provided a clear illustration that an approach
with these characteristics is likely to overestimate the PAI`s utility.
Specifically, it demonstrated a more favorable outcome for
patients receiving their optimal v. nonoptimal treatment, a pattern
not observed in the unbiased advanced approach. Thus, it
remains open, whether the retrospectively positive evaluation of
the PAI in most studies would also hold true when using a less
biased approach.
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It should be noted that the negative evaluation of the PAI in our
unbiased approaches does not question the utility of the PAI frame-
work per se. Instead, it underscores that the PAI may be unsuitable
in the specific conditions we examined, which were characterized by
a high similarity between treatments. As mentioned in DeRubeis
et al. (2014), the utility of the PAI is likely limited if treatments
build on similar mechanisms. Here, in both datasets, the treatment
options exhibited considerable similarity, differing in therapist-
accompaniment and frequency of exposure sessions in PANIC-net
and Protect-AD, respectively. Furthermore, in both datasets, treat-
ment options did not differ in their effect on symptom reduction
as measured with the HAM-A. While this does not rule out the pos-
sibility of treatment heterogeneity effects per se, it emphasizes the
high similarity. Ideally, the PAI framework should be robust enough
to detect the equality of treatment options itself by generating PAIs
around 0. However, current predictions of post-treatment symptom
severity lack sufficient precision. Consequently, random differences
between predictions of symptom severity will consistently occur,
resulting in PAIs unequal to 0.

Unveiling numerous methodological choices that heighten the
risk of bias, our study prompts several recommendations for
researchers utilizing the PAI in future investigations. Although
we acknowledge that there have been partially notable advance-
ments in the PAI’s methodology in recent years, we would like
to highlight several important points. First, the two methodo-
logical weaknesses characterizing the biased traditional approach,
namely data leakage and LOO CV, should be avoided. It should
be noted that the identification of data leakage as a pervasive
issue in various PAI calculation approaches is not novel; it has
been raised in reviews on personalized treatment selection
(Cohen & DeRubeis, 2018; Kessler et al., 2017) and as a limitation
in some of the included studies (e.g. Huibers et al., 2015; Senger
et al., 2021; Webb et al., 2019). Despite this recognition, the
majority of recent studies had continued to use approaches
plagued by data leakage. Consequently, our paper aims to further
raise awareness that data leakage is not only a negligible side
effect but might jeopardize the meaningfulness of the findings
in the studies. Moreover, to facilitate the implementation of a
state-of-the-art approach without data leakage, we provided a
consistent, modularized, and extensively documented Python-
script on GitHub (https://github.com/Charlotte-Marie/PAI_
Advanced_Approach). Researchers are invited to use it for
the calculation of the PAI in their datasets.

Second, given that only very few studies had a sufficient sam-
ple size according to the PROBAST rating (question 4.1), future
studies should employ larger samples to train the models under-
lying the PAI and to test the PAI’s utility. Even though there is no
straightforward formula for determining an adequate sample size
in predictive modelling, various rules of thumbs, based on simu-
lation studies, exist. While the PROBAST criterium requires a
sample size 20 times the number of candidate predictors, others
(Luedtke, Sadikova, & Kessler, 2019; Varoquaux, 2018), including
also a recent preprint (Zantvoort et al., 2024) suggest that datasets
should at least include several hundreds of patients per model/
treatment option. As pointed out in Luedtke et al. (2019), such
sample sizes can be achieved through various means, such as
implementing large multi-centric clinical trials, utilizing data
from observational trials, which might also be beneficial in
terms of ecological validity, or pooling data across various trials.
Additionally, large sample sizes can easily be obtained by using
electronic health care records, as done by Schwartz et al. (2021)
and Bauer-Staeb, Griffith, Faraway, and Button (2023).Ta
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Besides the methodological issues that might generate a more
stable estimation of the PAI’s utility, several other developments
might improve the prediction performance of the models under-
lying the PAI. First, so far, mainly sociodemographic and clinical
variables have been used as predictor variables. However, several
meta-analyses suggest that a wide array of other types of variables
such as EEG, (f)MRI or heart-rate variability might have a similar
or even higher predictive ability (e.g. see Choi & Jeon, 2020; Vieira
et al., 2022; Watts et al., 2022). Thus, including these variables
might leverage the precision of the PAI.

Second, previous studies have mainly used models from trad-
itional statistics that do not consider interactions between vari-
ables unless explicitly specified, such as multiple linear
regression. In contrast, machine-learning algorithms, such as ran-
dom forest-based algorithms or support vector machine, have the
capacity to account for these interactions, thereby potentially
enhancing predictive performance and leading to more precise
PAIs. Indeed, in our exemplary analysis, the substitution of
ridge regression (penalized multiple linear regression) with ran-
dom forest resulted in an enhanced model performance and
more stable PAIs across repetitions of CV. In the studies included
in our review, employing machine-learning algorithms instead of
multiple linear regression for post-treatment severity prediction
might have been particularly useful because these algorithms
were used for the preceding feature selection. Thus, to fully exploit
the features’ potential in the final models, machine-learning algo-
rithms should as well be employed for this step. One barrier that
might have deterred previous researchers from using machine-
learning algorithms as final models could be the perceived
lower explainability. However, there is a wide range of compre-
hensible model-agnostic ways to understand the contribution
each feature makes to a prediction, such as SHAP (Shapley
Additive exPlanations) values (Lundberg & Lee, 2017; see
Molnar, 2022 for an introduction).

Both our systematic review and empirical study have certain
limitations. Regarding our systematic review, we would like to
emphasize that our three-level risk of bias rating for data leakage
(question 4.8.2) provides only a rough estimate. It primarily
focuses on the specific step (e.g. imputation v. selection) that
was incorrectly applied on the entire dataset, but ignores
other factors which might influence the risk of bias as well.
For instance, the risk of bias introduced when applying data
imputation incorrectly on the entire dataset is also affected by
the numbers of missing cases, both per variable and across vari-
ables. However, since such detailed information was unavailable
in most studies, we were unable to incorporate these aspects
into our rating.

Regarding our empirical study, we would like to stress that our
comparison of a traditional and an advanced approach in two
datasets provides suggestive but inconclusive evidence about the
traditional approach’s risk to overestimate the utility of the PAI.
To establish further evidence, a simulation study could comple-
ment the current results, varying the true difference between
patients receiving their optimal v. nonoptimal treatment across
simulated datasets of different sizes. To shed more light on the
underlying mechanisms, this study should also systematically
vary several machine-learning pipeline characteristics, including
CV-scheme, data leakage, model building (separate model per
treatment option v. common model) and feature selection.

Furthermore, we would like to emphasize that, despite its fre-
quent use, the PAI is not the only approach to a personalized
treatment selection. There are several other methods, often

summarized under the term individualized treatment rule
(ITR). Most of these approaches share a common logic in com-
paring predictions for different treatment options but differ in
how they build the underlying predictive model(s) and/or conduct
the retrospective evaluation of the ITR. For example, the targeted
learning approach (e.g. Benjet et al., 2023; Kessler, 2022) is char-
acterized by predicting the outcome difference scores (‘PAIs’) dir-
ectly via a second-level classifier. In contrast, the approach of
Kapelner et al. (2021) focuses on a statistically sound evaluation
of an ITR-based application by employing a sophisticated boot-
strap procedure. Moreover, even the PAI-logic of comparing pre-
dictions for different treatment options can be bypassed in
specific scenarios. Delgadillo et al. (2022) and Delgadillo, Huey,
Bennett, and McMillan (2017), for instance, developed and suc-
cessfully validated an ITR that identified patients with a generally
poorer model-based prognosis and assigned them to the more
intense treatment of a 2-stepped care approach. These examples
illustrate the diverse range of approaches to personalized
treatment selection and show that the most suitable approach
might also depend on the specific context. A closer systematic
and methodological examination would be beyond the scope of
this paper. However, in general, it is important to note that
these approaches, incorporating predictive modelling, are
similarly vulnerable to methodological choices that increase the
risk of bias. Indeed, a scoping review across various types of
ITRs, including the PAI, identified partially similar problems,
such as a large heterogeneity of effect sizes and small sample
sizes (Lorenzo-Luaces, Peipert, de Jesús Romero, Rutter, &
Rodriguez-Quintana, 2021).

As pointed out above, our analysis aimed to show that violat-
ing predictive modelling standards, such as employing LOO CV
and allowing data leakage, might lead to false positive results
when retrospectively evaluating the utility of the PAI. However,
even if such an analysis has only low bias, its results should always
only be considered as an estimator of the PAI’s utility on com-
pletely new data (external validation). Thus, any real-world appli-
cation of the PAI would need to be preceded by a thorough
external validation in different relevant settings, with the type of
external validation (e.g. temporal, geographic, or spatial) depend-
ing on the context. For other factors that should be considered
before a potential clinical application, please see Deisenhofer
et al. (2024).

In summary, our study cautions that the pipeline design may
strongly influence the evaluation of the PAI’s utility. Therefore,
future studies using and testing the PAI should adhere to estab-
lished predictive modelling standards. Such an unbiased evalu-
ation of the PAI’s utility is essential before considering its
potential clinical application, which could serve an evidence-
based treatment selection. To facilitate this adherence, we contrib-
ute to the advancement of this field by providing an open Python
script that implements a state-of-the-art pipeline.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/S0033291724003118 .
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