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The tutorial deals with the implementation of neural networks in 
our simulation and development environment, short SENN. We will 
introduce the theory of simple and deep feedforward neural net-
works and show how to implement these models in our software 
platform SENN. We address the topic of data preprocessing for neu-
ral networks and the configuration of the learning algorithm, which 
is error back propagation together with a stochastic learning rule.

The guideline for implementing neural networks in SENN is the cor-
respondence principle between equations, architectures and local 
algorithms. The equations of a neural network can be represented 
by an architecture. Local algorithms, like error backpropagation, 
that work on the architecture allow for the training of the model, i.e. 
fitting it to data. Besides (deep) feedfoward neural networks we will 
also deal with time-delay recurrent neural network architectures, 
where deepness is a natural feature when non-algorithmic learning 
techniques like error backpropagation through time are used. 
Simple recurrent neural networks, long-short term memory net-
works (LSTM), echo state networks and large recurrent neural net-
works are popular examples.

We implement all neural network models in SENN using a typical 
application example, energy load forecasting. Here, we also deal 
with the different modeling steps, i.e. data preprocessing, learning 
the model and regularizing it. This also allows us to compare the 
different modeling lines.

π3 – KoMSO Training Course

A Simulation Environment for 
Deep Neural Networks: Theory and Practice

KoMSO – Committee for Mathematical Modeling, Simulation and Optimization 
Coordination Office  
IWR – Interdisciplinary Center for Scientific Computing 
Im Neuenheimer Feld 205 | 69120 Heidelberg | Germany 
T:+49 6221 – 54-14 634 | komso@iwr.uni-heidelberg.de 
www.KoMSO.org


